


Cover Picture 

The cover picture shows the brightness temperatures of the SSM/ I  19 
GHz horizontally pol arized channel. The Mol lweide equal -area projection 
is composed of SSM/I  measurements from 62 consecutive revolutions of the 
DMSP satellite over a four day period in mid-September 1988. The 
brightness temperatures for this image range from 90 to 310 K. The lowest 
brightness temperatures are dark blue ranging up through shades of blue, 
green, yellow, and red to white. The natural radiation emitted by the 
earth is predominately in the infrared and microwave portions of the 
spectrum, but the microwave radiation penetrates the atmosphere better 
than the infrared to reveal details of surface and weather. The coolest 
parts of the globe are the polar oceans. The polar'ice packs are warmer 
than the surrounding sea at 19 GHz. The warmest and brightest parts of 
the globe are low altitude land. Mountains, lakes, and rivers, such as 
the Amazon, are darker, cooler features on the continents. Clouds vary 
greatly in brightness, depending on the amount of water present. Rain and 
hail in thunderclouds are warmer than the surrounding clouds so that 
regions of precipitation are re1 ati vely 1 ight . A1 though the intertropical 
convergence zone is visible over the ocean, the view of 1 and is re1 ati vely 
unobstructed where the clouds cross the continents. The SSM/ I  retrieves 
information on cloud concentration, precipitation, cloud water content, 
humidity and marine wind for meteorologists and naval operations. It 
detects, not only storms, but sea ice and delineates their boundaries for 
safe routing of ships, and measures land parameters for geological, 
agricultural , and mi 1 i tary purposes. 
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1.0 EXECUTIVE SUMMARY 

1.1  INTRODUCTION 

The f i r s t  Special  Sensor Microwave/Imager (SSM/I) was launched 19 
June 1987 aboard t h e  Defense Meteorological S a t e l l i t e  Program (DMSP) Block 
5D-2 Spacecraf t  F8. The SSM/I i s  a seven-channel,  four-frequency,  
1 inear ly-pol  a r i z e d ,  passive microwave rad iomet r ic  system which measures 
atmospheric,  ocean, and t e r r a i n  microwave br igh tness  temperatures  a t  19.3,  
22.2,  37.0, and 85.5 GHz. I t  i s  b u i l t  by Hughes A i r c r a f t  Company under 
t h e  d i r e c t i o n  of t h e  Air Force Space Division (USAF SO) and t h e  Naval 
Space Systems Ac t iv i t y  (NSSA) and r ep re sen t s  a j o i n t  Air Force/Navy 
opera t iona l  program t o  ob ta in  synopt ic  maps of  c r i t i c a l  atmospheric,  
oceanographic, and s e l e c t e d  land parameters on a global  s c a l e .  This  i s  
t h e  f i r s t  o f  seven SSM/I1s scheduled f o r  launch over t h e  next two decades.  

The SSM/I da t a  a r e  processed by t h e  Naval Oceanography Command and 
t h e  Ai r  Weather Serv ice  t o  ob ta in  near  rea l - t ime  g loba l  maps of  cloud 
water ,  r a i n  r a t e s ,  water vapor over ocean, marine wind speed, sea i c e  
l o c a t i o n ,  age and concent ra t ion ,  snow water conten t ,  and 1 and su r f ace  
type ,  moisture ,  and temperature.  In add i t i on ,  Air Force and Navy DMSP 
t a c t i c a l  s i t e s  w i l l  be capable of rece iv ing  t h e  da t a  d i r e c t l y  t o  meet 
opera t iona l  requirements.  Table 1.1 presen ts  a summary of  t h e  primary 
environmental parameters r e t r i e v e d  from t h e  SSM/I along with t h e  s p a t i a l  
r e s o l u t i o n ,  parameter range, and measurement accuracy. The c a l i b r a t e d  
antenna temperature records (TDR), which a r e  r e v e r s i b l e  t o  raw counts ,  t h e  
c a l i b r a t e d  br igh tness  temperature records (SDR), t h e  r e t r i e v e d  environmen- 
t a l  parameter records (EDR) , sensor  performance records (QDR) , and f i 1 e s  
of t h e  cons t an t s  used t o  de r ive  t he se  records (SENCAL and PARMEX) a r e  
archived by t h e  National Environmental S a t e l l i t e ,  Data, and Information 
Serv ice .  

The Block 50-2 F-8 spacec ra f t  i s  in  a c i r c u l a r  sun-synchronous near- 
po l a r  o r b i t  a t  an a l t i t u d e  of approximately 833 km with an i n c l i n a t i o n  of 
98 .8  degrees  and an o r b i t  period of  102.0 minutes. The o r b i t  produces 
14.1 f u l l  o r b i t  revolu t ions  per  day and has an 0613 am loca l  ascending 
node equa tor ia l  c ross ing .  Figure 1.1 shows t h e  SSM/I i n  t h e  e a r l y  
morning o r b i t .  The SSM/I swath width i s  1400 km and r e s u l t s  in  a high 
ground t r a c k  repea t  coverage on successive days a s  shown i n  Figure 1.2.  
Small unmeasured c i r c u l a r  s e c t o r s  of  2.4 degrees  occur a t  t h e  North and 
South Poles .  Figures 1 . 3  and 1.4 presen t  t yp i ca l  SSM/I s u b - s a t e l l i t e  
t r a c k  and swath width coverage f o r  success ive  o r b i t s .  

The Space Sensing Branch of  t h e  Naval Research Laboratory (NRL) was 
d i r e c t e d  by USAF SD and NSSA t o  prepare and execute  a plan t o  ensure  t h a t  
t h e  SSM/I instrument and r e t r i e v a l  a lgori thms performed wi th in  s p e c i f i c a -  
t i o n s .  With t h i s  ob j ec t i ve  NRL organized a team of  sensor  s c i e n t i s t s  from 
u n i v e r s i t i e s ,  indus t ry ,  and government agencies and conducted t h e  DMSP 
SSM/I cal  i brat ion/val  i da t i on  e f f o r t .  This  document desc r ibes  t h e  r e s u l t s  
of t h a t  one-year e f f o r t .  



Table 1.1 

SSM/I Environmental Products 

Geometric Range of Quantization Absolute 
Parameter Resolution Values Levels Accuracy 

(km) 

Ocean Surface 25 3 to 25 1 - +2 m/s 
Wind Speed 

Ice 

o Area Covered 2 5 0 to 100 5 

o Age 50 1st Year, 1 yr,>2 yr None 
Mu1 tiyear 

o Edge Location 25 N/A N/A - t12.5 km 

Precipitation Over 25 0 to 25 0, 5, 10, 15, +5 mm/hr 
Land Areas 20, 225 

Cloud Water 25 0 to 1 0.05 - to. 1 kg/m2 
Integrated Water 25 0 to 80 0.10 - t2.0 kg/m7 
Vapor 

Precipitation Over 25 0 to 25 0, 5, 10, 15, +5 mm/hr 
Water 20, 225 

Soil Moisture 50 0 - 60% 1 None 

Land Surface 25 180 - 340K 1 
Temperature 

Snow Water Content 25 0 - 5 0 c m  1 

Surface Type 2 5 12Types N/A 

None 

Cloud Amount 25 0-100% 1 



Figure 1.1 DMSP Block 5D-2 Satellite 
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Figure 1 . 4  Polar View of Successive Orbits 



The objective of this project 1s three fold. First, establish that 
the instrument is operating properly and making accurate, absolute 
brightness temperature measurements. This includes receiver stabil i ty; 
gain and noise; scan stability and sampling precision; pointing and 
geolocation; cross polarization and beam efficiency; and absolute 
calibration. Second, once the absolute calibration of the measured 
microwave brightness temperatures used by the retrieval algorithms is 
established, validate the accuracy of the retrieved environmental 
parameters. Finally, where retrieved products are found to be out of 
specification, make algorithm corrections, or, if necessary, generate 
entirely new algorithms to bring them within specification. 

An executive summary of the DMSP SSM/I Cal/Val Project is given in 
Volume I, Section 1. Section 1.2 provides a brief description of the 
instrument performance and absolute cal i bration. Section 1.3 is a summary 
of the environmental parameter validation described in detail in Volume 
11. Section 1.4 contains recommendations to bring the instrument and 
environmental retrieval algorithms within specification and, in some 
cases, to extend and improve performance. This Section is complete. The 
following Sections of Volume I and Volume I1 amplify and provide in 
greater detail the information summarized in Section 1. The SSM/I 
instrument is described in Section 2. Section 3 contains details of the 
algorithms used to calibrate the output of the SSM/I in terms of antenna 
temperature and brightness temperature. Sections 4, 5, and 6 present the 
results of the instrument performance, absolute calibration, and pointing 
investigations. Sections 7 through 12 of Volume I1 present detailed 
descriptions of the validation of the environmental parameters. 

1.2 INSTRUMENT PERFORMANCE 

1.2.1 Stability 

The SSM/I is the first satellite microwave radiometer to employ 
total-power receivers and achieve a factor of two improvement in 
sensitivity over "Dicke" switched type radiometers. Greater independence 
of gain variations is achieved with a "Dicke" radiometer but at the cost 
of reduced sensitivity. Thus, high interest was present during the SSM/I 
Cal/Val early orbit period when evaluating the on-orbit radiometer 
sensitivities and gain stabilities. Once the early orbit results 
demonstrated the success of the radiometer performance, the task remained 
to validate the absolute calibration accuracy and the radiometric 
sensitivities throughout the on-orbit extreme environmental conditions. 
For example, Figure 1.5 presents the sun angle defined by the angle 
between the vector normal to the spacecraft's orbit and the vector from 
the spacecraft to the sun and the percent of orbit not in earth shadow. 
The relatively large variation in the sun angle introduces a large 
variation of solar heating of the SSM/I and, consequently, possibly large 
temperature changes of the instrument electronics and Bearing and Power 
Transfer Assembly (BAPTA). Not only must the SSM/I survive these extreme 
conditions, it must a1 so meet radiometric performances. Due to increased 
heating of the instrument in the winter of 1987, the SSM/I was turned off 
for a brief period from December 2, 1987 through January 12, 1988. This 
was done to avoid possible damage to the BAPTA when the temperature 





exceeded 41 degrees centigrade; the  maximum temperature 1 imi t s e t  by 
Hughes Aircraft  Company. Except fo r  the 85V channel, a11 channels 
returned t o  t h e i r  performances prior t o  instrument turn o f f .  The 85V 
channel developed sudden gain changes and a degradation of sens i t iv i ty .  
Although increased heating of the instrument occurred in the  winter of 
1988, the  spacecraft solar arrays were repositioned t o  provide suff ic ient  
shading t o  avoid the necessity of shutting off  the instrument. However, 
the 85V channel noise continued t o  increase and the channel became useless 
by the  end of January 1989. 

The Automatic Gain Control (AGC) i s  designed t o  insure long-term 
radiometer gain s t a b i l i t y ,  i . e . ,  on a seasonal basis.  As the  temperature 
of the receivers change, the power output i s  allowed t o  vary plus and 
minus 1 dB before a gain change i s  in i t i a ted .  In t h i s  process each 
channel samples the h o t  load on every scan and commands a gain change up 
when the h o t  load i s  below 7/16th of the  analog t o  d ig i ta l  converter range 
(4095) or commands a gain change stepped down i f  the  hot load for  tha t  
channel i s  above 3/4th of the ADC range (3072). The stepping can occur 
only once every 53 seconds on each channel. Note t h a t  i f  the  gain goes 
up and down quickly and i s  in range a t  the end of the 53 seconds the gain 
will n o t  be stepped. 

Table 1 .2  presents the gain level for  each channel since launch. 
The long term gain s t ab i l i t y  i s  very good except fo r  the 85V channel. 

Table 1 .2  

RADIOMETER LONG-TERM GAIN STATE SUMMARY 

CHANNEL 
Date 

1987 OCT 
NOV 

1988 JAN 
FEB 
MARCH 
MAY 
JUNE 
J U L Y  
AUG 
SEPT 
OCT 
NOV 
DEC 

1989 JAN 
FEE 
MAR 



The 85V channel has shown both small (<.5 dB) and l arge (>2 dB) gain 
instabilities. The first of these large gain changes occurred on November 
20, 1987. This occurrence lasted 50 seconds and was a large gain change 
with AGC stepping. Since then, the changes have occurred intermittently. 
Unfortunately, the 85V data during these times is of very limited use. 
Table 1.3 shows the percentage of gain stepping occurring during one orbit 
from May to early October 1988. Small dain chanaes started occurrina in 
March 1988. These are evident as lines in the 85V Temperature Data 
Records (TDR) . 

TABLE 1.3 

85V GAIN STEPPING AS A PERCENTAGE OF MONITORED ORBITS 

May 
June 
July 
August 
September 
October 

(Prior to May 1988 gain stepping rarely occurred) 

Typical variations of the radiometer gain on a scan to scan basis 
are presented in Figure 1.6 for the I9 GHz channels. The data apply to 
REV 438 with parts of REV 437 and REV 439 included. Note the appearance 
of rapid fluctuations of the gain and a slowly varying oscillation over 
the orbit. The fluctuations arise from noise in the radiometer output 
calibration samples and may be reduced by averaging calibration data taken 
over several successive scans. For example, Figure 1.7 presents the 
relative improvement in the NEAT as a function of the number of scans of 
calibration data averaged. The time interval between scans for channels 
19, 22, and 37 GHz is 3.8 seconds and the time between scans for 85 GHz 
is 1.9 seconds. Note that there is appreciable reduction in the NEAT when 
10 scans are averaged at 19, 22, and 37 GHz and 20 scans are averaged at 
85 GHz. The slowly. varying component of the radiometer gain is due to 
orbital changes in the temperature of the SSM/I instrument. Figure 1.8 
shows the orbital variation of the temperatures of the RF mixer and the 
forward radiator surface. Based on the data of Figure 1.8, the maximum 
shift in temperature of the RF mixer is approximately 0.6 K and introduces 
less than 0.025 dB change in the radiometer gain (peak to peak). 

The SSM/I has been spinning at a rate of once per 1.8990 seconds 
with a t0.0002 second variation since the initial turn on. This 
translates to an azimuthal angular position error of the antenna boresight 
of 20.038 degrees. This, in turn, translate to approximately 20.6 km 
pixel position error on the earth's surface. When the SSM/I was turned 
off, the SSM/I continued to spin. 
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The long term calibration s t a b i l i t y  of the SSM/I was fur ther  
verif ied by examining the  repeatabi l i ty  of the absolute br>ghj.ness 
temperatures (SDRs) for  a number of diverse surface types. The regions 
included the  Sargasso Sea, the Congo Basin, the Amazon Basin, the &ran 
Chaco, the Libyan Desert, the Great Sandy Desert, the Kalahari Desert, and 
the  Gobi Desert. Histograms were generated for  each of the  regions and 
the mean and standard deviations noted. The means of the brightness 
temperatures d i f f e r  by no more than 1-2 K for  a11 channels, although the  
f ine  de t a i l s  of the histograms d i f f e r .  This level of repeatabi l i ty  was 
typical of a l l  regions examined and provides fur ther  evidence of the  high 
calibration s t a b i l i t y  of the SSM/I. 

The radiometer sens i t iv i ty  or noise equivalent temperature 
d i f fe ren t ia l  NEAT i s  the standard deviation of the radiometer o u t p u t  
referenced t o  the energy of the waveform incident on the antenna aperture. 
For the SSM/I total-power radiometers are employed, hence the receiver 
gain fluctuation contributes d i rec t ly  t o  the NEAT. Due t o  the frequent 
radiometric calibration of the  SSM/I every 1.9 seconds and the development 
of amplifiers and detectors with low 1/f noise, the effect  of receiver 
gain d r i f t  i s  extremely small over the calibration period. This enables 
a factor  of 2 improvement of signal-to-noise f o r  the  total-power SSM/I 
system over a conventional "Dicke" switched radiometer system employed 
on previous radiometers. 

Table 1.4 presents computations of the on-orbit radiometer NEAT, 
while viewing the  hot load ta rge t ,  for  a l l  seven channels covering t h e  
period s t a r t i ng  when the SSM/I was turned on through March 1989. Except 
fo r  channel 85V the s ens i t i v i t i e s  are  extremely s table  over the en t i r e  
time period and show good agreement with the pre-launch resu l t s  except fo r  
periods near January 1988 and 1989. The increase in NEAT in t h i s  period 
i s  due t o  an increase in temperature of the instrument and i s  most 
pronounced a t  85 GHz since these channels have the  largest  receiver noise 
temperatures. The channel s ens i t i v i t i e s  returned t o  values noted prior 
to  instrument turnoff in December 1987 except fo r  the 85V channel which 
continued t o  r i s e .  The B5V channel NEAT increased from approximately 0.8 
K t o  2.1 K and then in January 1989 reached 5 K jus t  before to ta l  fa i lu re .  
Although the  cause i s  not known conclusively, i t  i s  l i ke ly  due t o  fa i lu re  
of the  mixer portion of the receiver. 

Using the cold re f lec tor  calibration radiometer output counts, 
computations of t h e  NEAT similar t o  those for  the hot load target  given 
in Table 1.4 were made. The NEATs were found t o  be quite s tab le  over the 
time period of Table 1.4 and agree with the resu l t s  t o  be expected when 
the scene brightness temperature i s  near 3 K; i . e . ,  the cosmic background 
temperature seen by the  cold re f lec tor  calibration t a r g e t .  The NEATs 
calculated using the cold re f lec tor  are considerably lower than those 
using the hot load target  with the  exception of the 85 GHz channels. This 
a r i ses  from the fac t  t ha t  fo r  these channels the system noise temperature- 
are  much larger  than the  other channels, and the scene t e m p ~ a t u r e  has & 
correspondingly smaller e f fec t  on the radiometer s ens i t i v i t y .  The N E A F  



ca l cu la t ed  using the  cold r e f l e c t o r  t a r g e t  has a t rend  s i m i l a r  t o  Table 
1.4 and a l s o  shows a dramatic increase  of t he  85V NEAT a f t e r  instrument 
turn-on in January 1988. 

Table 1.4 

ON-ORBIT RADIOMETER NEAT (K) 
(Hot Load Target)  

CHANNEL 

NEAT Spec. (K) 
Pre-Launch 

On-Orbi t 
June 1987 
J u l y  1987 
Aug. 1987 
Sept .  1987 
Oct. 1987 
Nov. 1987 
Jan. 1988 
Feb. 1988 
March 1988 
April 1988 
May 1988 
June 1988 
J u l y  1988 
Aug. 1988 
Sept .  1988 
Oct. 1988 
Jan. 1989 
Feb. 1989 
Mar. 1989 

1.2.3 Absolute Cal ibra t ion  

In general high gain antennas, l i k e  t he  SSM/I1s, r ece ive  r ad i a t ion  
primari 1 y over a re1 a t i v e l  y narrow "mai n-beam" o r  so l  i d  angle .  However 
some r ad ia t ion  i s  received in  antenna s i d e  lobes i n  d i r e c t i o n s  ou t s ide  of 
t h e  main-beam and from r e f l e c t i o n s  from t h e  spacec ra f t  and d i r e c t  
s p i l l o v e r  i n t o  the  feed horn. This spurious r a d i a t i o n  must be accounted 
f o r  i n  o rder  t o  obta in  t h e  mean radiance o r  br ightness  temperature from 
t h e  scene averaged over t h e  main-beam s o l i d  angle which i s  t h e  quan t i t y  
t o  be used i n  t h e  environmental algorithms. 



The eva lua t ion  of t h e  absolu te  c a l i b r a t i o n  o f  t h e  SSM/I br ightness  
temperatures i s  an extremely formidable t a s k  due t o  t h e  d i f f i c u l t y  i n  
ob ta in ing  an accura te  s tandard with which t o  compare t h e  SSM/I. Two 
d i f f e r e n t  methods a r e  used. F i r s t  t h e  SSM/I br ightness  temperatures a r e  
compared with those derived from a i r c r a f t  underfl i g h t  measurements made 
during s a t e l l i t e  overpass using t h e  SSM/I Simulator radiometers mounted 
in  the NRL RP-3A a i r c r a f t .  The second method compares t h e  SSM/I 
br ightness  temperatures with those ca lcu la ted  using t h e o r e t i c a l  models. 

A t o t a l  of  18 SSM/I Simulator under f l igh ts  were made. Ten of  t hese  
were over t h e  ocean and a r e  used f o r  the br ightness  temperature c a l i b r a -  
t i o n .  The remaining f l i g h t s  were e i t h e r  i n  support of land and sea i c e  
parameter va l ida t ion  o r  not useable due t o  problems with t h e  a i r c r a f t ,  t he  
SSM/I Simulator,  o r  t h e  SSM/I da t a .  The under f l igh ts  were in  t h e  form of  
a c ros s  with 200 Km arms. They required approximately one and a ha l f  
hours, cen tered  on t h e  s a t e l l i t e  overpass time, t o  f l y .  In c o n t r a s t  t h e  
s a t e l l i t e  passed over the t e s t  a rea  in  about a half  minute. The su r f ace  
r e so lu t ion  of  t h e  a i r c r a f t  SSM/I Simulator radiometers i s  1.5 Km compared 
t o  13 t o  70 Km, depending on frequency, f o r  t h e  SSM/I. The SSM/I 
i n t e g r a t e s  r ad i a t ion  over a much l a r g e r  s p a t i a l  region f o r  a much s h o r t e r  
time than does the  a i r c r a f t  s imula tor ;  t he re fo re  any s i g n i f i c a n t  changes 
i n  t h e  br ightness  d i s t r i b u t i o n  over t he  t e s t  region during t h e  a i r c r a f t  
measurements wi l l  degrade the  accuracy of t he  s imula tor  c a l i b r a t i o n .  The 
idea l  f l i g h t  condi t ions  a r e  c l e a r  s k i e s  with calm seas  well away from land 
t o  provide a l a r g e  homogeneous region with no antenna s ide- lobe  e f f e c t s  
and were not  always obtained.  

Except f o r  t h e  85V channel,  t h e  SSM/I br ightness  temperatures a r e  
lower than the  a i r c r a f t  s imulator .  However only a t  37 GHz do the  SSM/I 
Simulator d i f f e r ences  exceed 4 K. These measurements show t h e  s tandard 
e r r o r  of t h e  determinat ion of t he  SSM/I absolu te  c a l i b r a t i o n  t o  be Â± K 
and a r e  cons i s t en t  w i t h  l i t t l e  o r  no e r r o r  i n  t he  SSM/I absolu te  
br ightness  temperatures.  

Three d i f f e r e n t  regions were chosen f o r  comparison of t h e o r e t i c a l l y  
generated br ightness  temperatures with those measured by t h e  SSM/I: (1) 
c l e a r ,  calm ocean areas  s e l ec t ed  by having the  co ldes t  85 GHz br ightness  
temperatures observed over t h e  ocean, ( 2 )  the Amazon r a i n  f o r e s t ,  and (3 )  
t h e  Arabian d e s e r t .  These regions were se l ec t ed  because they a r e  
homogeneous over 1 arge a reas ,  r e l a t i v e l y  unchanging, and work has been 
done t o  develop models f o r  them. The ocean a reas  a r e  t h e  most accura te ly  
modeled of  t h e  regions se l ec t ed .  The g r e a t e s t  uncer ta in ty  i s  t h e  
uniformity and degree t o  which the  se lec ted  a reas  s a t i s f y  t h e  assumption 
of  calm, c l e a r  ocean, and t h e  uncer ta in ty  i n  t he  physical temperature of 
t h e  sea.  The Amazon r a i n  f o r e s t  i s  expected t o  be a d i f f u s e  s c a t t e r e r ,  
unpolarized, and approximately a black body. Reasonably accura te  model 
ca l cu la t ions  a r e  poss ib le .  Modeling of  t he  Arabian d e s e r t  i s  t h e  l e a s t  
c e r t a i n  a s  t h e r e  i s  very l i t t l e  da t a  on the  d i e l e c t r i c  cons tan t  of sandy 
s o i l s  and t h e  e f f e c t s  of  s c a t t e r i n g  and roughness e s p e c i a l l y  above 19 GHz 
a r e  not  well known. As expected, t he  ocean and Amazon r a i n  f o r e s t  modeled 
br ightness  temperatures  show the bes t  agreement with t h e  SSM/I measure- 
ments. The Arabian d e s e r t  r e s u l t s  show poorest agreement f o r  t h e  37 and 
85.5 GHz channels where t h e  e f f e c t s  of roughness and s c a t t e r i n g  a r e  most 



uncer ta in  i n  t h e  model. With t h e  exception of t h e  37V, 85V, and 85H f o r  
t h e  Arabian d e s e r t ,  a l l  of t h e  model comparisons a r e  cons i s t en t  with a 
s tandard e r r o r  on t h e  absolu te  c a l i b r a t i o n  of t h e  SSM/I of  Â± K. Again 
t h e r e  i s  an apparent t rend  f o r  t h e  SSM/I br ightness  temperatures  t o  be 
lower then t h e  modeled values,  e s p e c i a l l y  f o r  t h e  higher  frequency 
channels.  However t h e  uncer ta in ty  of  modeling does not  allow a d e f i n i t e  
determination t o  be made. 

In summary, a l l  of t he  SSM/I Simulator measurements and model 
ca l cu la t ions ,  with t h e  exception of  t h e  37 channel s imula tor  measurements 
and t h e  37V and 85 GHz channel Arabian d e s e r t  c a l c u l a t i o n s ,  a r e  i n  good 
agreement with the  SSM/I da ta .  The accuracy of  t h e  determinat ion of  t h e  
c a l i b r a t i o n  of t h e  SSM/I appears somewhat b e t t e r  a t  19 and 22  GHz becoming 
l e s s  c e r t a i n  a t  37 GHz and then 85 GHz. Although t h e r e  i s  an apparent 
t rend  f o r  t h e  absolu te  c a l i b r a t i o n  of t he  SSM/I t o  be low, e s p e c i a l l y  a t  
37 GHz, both the  a i r c r a f t  s imulator  and model d i f f e r ences  a r e  cons i s t en t  
with l i t t l e  o r  no e r r o r s  in  t he  SSM/I absolu te  br ightness  temperatures.  
The present  assessment of t he  s tandard e r r o r  of  t h e  determinat ion of  t he  
absolu te  c a l i b r a t i o n  of t h e  SSM/I i s  t h a t  i t  i s  Â± K .  

1 . 2 . 4  Geolocation 

The cu r ren t  process of geolocat ing SSM/I p ixe l s  i s  i l l u s t r a t e d  in  
Figure 1.9. The spacecraf t  downlinks SSM/I d a t a  t o  rece iv ing  ground 
s t a t i o n s ,  which i n  turn forward the  da t a  t o  both Air  Force Global Weather 
Center (AFGWC), Omaha, Nebraska and F lee t  Numerical Oceanography Center 
(FNOC), Monterey, Ca l i fo rn i a .  Since only the  da t a  processed a t  FNOC i s  
archived,  the SSM/I ca l ib ra t ion /va l ida t ion  e f f o r t  i s  focused pr imar i ly  on 
t h e  da t a  processed a t  FNOC. 

FNOC rece ives  a s e t  of o r b i t a l  elements from t h e  US Space Command 
(North American Defense Command (NORAD)) once a week and genera tes  a ten-  
day predic t ion  of t h e  spacecraf t  ephemeris based on these  o r b i t a l  elements 
using t h e  ephemeris computer program TRACE 66. The ephemeris pred ic t ion  
c o n s i s t s  of  a tabu1 a t ion  of  t h e  s u b s a t e l l i t e  geodet ic  l a t i t u d e ,  longi tude ,  
and spacecraf t  a l t i t u d e  as  a funct ion of t ime i n  one-minute increments 
over t h e  ten-day period.  This predicted ephemeris i s  then input  t o  t h e  
SSM/I pixel  r e g i s t r a t i o n  algorithm, developed by Hughes A i r c r a f t  Company 
(HAC), t o  geolocate  t h e  SSM/I d a t a .  

A number of  assumptions and approximations e n t e r  i n t o  the HAC 
geolocat ion algorithm. The algorithm assumes t h a t  (1)  t h e  spacecraf t  
nad i r  vector  i s  always pointed in  a d i r e c t i o n  normal t o  t h e  geoid,  ( 2 )  t h e  
sur face  of t he  e a r t h  i s  adequately modeled by an o b l a t e  spheroid,  and ( 3 )  
no co r rec t ions  a r e  necessary f o r  poss ib le  spacec ra f t  a t t i t u d e  va r i a t i ons  
o r  f o r  poss ib le  misalignment of  t h e  SSM/I t o  t he  spacec ra f t .  In add i t i on ,  
t he  algorithm takes  i n t o  account ( 4 )  o r b i t a l  v a r i a t i o n s  of  spacec ra f t  
a l t i t u d e ,  (5) e f f e c t s  of ea r th  r o t a t i o n  as  i t  in f luences  spacecraf t  
heading, and (6) azimuthal and e leva t ion  angular o f f s e t s  of  the antenna 
boresight  d i r e c t i o n s .  The o f f s e t s  (6) a r e  def ined within t h e  SSM/I 
coordinate  system and cu r ren t ly  do not include poss ib le  misalignment of 
t h e  SSM/I t o  t h e  spacec ra f t .  



SSM/I P IXEL GEOLOCATION PROCESS 

S/C POINTING ERRORS: 
MODE (PER AXIS) 
PRECISION: .O1 
BASIC: .12" 

SENSOR POINTING ERRORS: 
ALIGNMENT T O  SIC: 0.1 
DEPLOYMENT: 0 . 0 3 ~  
SPIN AXIS ALIGN. : 0 . 0 1 ~  
SCAN POSITION: 0 . 0 3 ~  

DOWNLINK 

I 
Ã 

I 
ALGORITHM 

NORA0 

I COMPUTER 
PROCESSING 
FACILITY 

1000~"  
SOG 

Figure 1 . 9  SSM/I Pixel Geolocation Process at  FNOC 

_1 

GENERATE 
ORBITAL ELEMENTS 

UPLINK S IC  
EPHEMERIS & 
MONITOR 



The reported spacecraf t  a t t i t u d e  and SSM/I point ing e r r o r s  a r e  
presented i n  Figure 1.9.  The maximum misalignment of  the SSM/I t o  t h e  
spacecraf t  i s  reported t o  be not g r e a t e r  than 0.1 degrees while  t h e  SSM/I 
deployment e r r o r s  a r e  reported t o  be l e s s  than 0.03 degrees and t h e  sp in-  
a x i s  misalignment i s  reported t o  be l e s s  than 0.01 degrees.  The azimuthal 
scan pos i t i on  e r r o r  i s  reported t o  be l e s s  than 0.03 degrees.  Pro jec t ing  
these  angular  e r r o r s  onto t h e  e a r t h ' s  sur face  r e s u l t s  in  geolocat ion 
e r r o r s  of t h e  order  2 - 4 km, well below t h e  20 - 30 km e r r o r s  observed 
in t h e  SSM/I da ta .  

The spacecraf t  rece ives  i t s  point ing and ephemeris information from 
t h e  1000th S a t e l l i t e  Operations Group (SOG), Space Command, O f f u t t  Air 
Force Base, Nebraska. The 1000th SOG generates  t h i s  da t a  on a d a i l y  bas i s  
using d a i l y  o r b i t a l  elements received from NORAD. The point ing and 
ephemeris da ta  in  12- minute increments a r e  up-linked t o  t h e  spacecraf t  
and continuously monitored t o  determine the  a t t i t u d e  s t a b i l i t y  of t h e  
spacec ra f t .  Tab1 e 1.5 presents  t yp ica l  spacecraf t  a t t i t u d e  information 
analyzed by t h e  1000th SOG f o r  DMSP F8 f o r  o r b i t a l  revolu t ion  numbers 3106 
- 3111 (January 26, 1988). These s t a b i l i t i e s  i n d i c a t e  t h a t  t h e  spacecraf t  

TABLE 1 . 5  

Variat ion of Spacecraf t  F8 At t i t ude  (Degrees) 
(January 26, 1988) 

REV 
Pitch 

Max Min 
Roll 

Max Min 
Yaw 

Max Min 
Number of 
Samples 

3111 .049 -.049 .021 -.028 .035 -.021 6043 

(Data Courtesy of CAPT Rust of t h e  100oth SOG, Of fu t t  AFB) 

i s  operat ing in  i t s  bas i c  mode of  a t t i t u d e  control  which keeps the p i t c h ,  
r o l l ,  and yaw va r i a t i ons  within t 0 . 1  degrees per a x i s .  The bas i c  mode i s  
a back-up mode of  operat ion t h a t  occurs when the  prec is ion  mode, which 
keeps t h e  p i t c h ,  r o l l ,  and yaw va r i a t i ons  w i t h i n  t0 .01  degrees per  a x i s ,  
i s  not  maintained. Pro jec t ing  t h e  angular va r i a t i ons  of  Table 1.5 onto 
t h e  e a r t h ' s  su r f ace  r e s u l t s  in  geolocat ion e r r o r s  l e s s  than 2 km. I t  
should be noted t h a t  spacecraf t  F8 c e l e s t i a l  sensors  had an unexpected 
problem with f a l s e  s t a r  r e f l e c t i o n s  o f f  t h e  SSM/I antenna, causing t h e  
spacecraf t  t o  opera te  in  t he  bas ic  mode. This g l i n t  problem was reso lved  
i n  March 1988 by a software package implemented a t  the 1000th SOG. 

In view of  t h e  reported sensor  alignment accurac ies  and s t a b i l i t i e s  
of  t h e  spacecraf t  F8, i t  i s  d i f f i c u l t  t o  see how a 20 - 30 km geolocat ion 
e r r o r  can occur in  t he  SSM/I da ta .  In an e f f o r t  t o  a s c e r t a i n  t h e  o r i g i n  
of these  l a r g e  e r r o r s ,  a 1 i s t  of candidate  e r r o r  sources were i d e n t i f i e d :  



(1) Spacecraf t  o r b i t a l  elements 
(2 )  Pred ic t  spacecraf t  ephemeris 
(3) Sensor pixel l oca t ion  algori thm 
(4)  Sensor deployment/spin a x i s  misalignment 
(5)  Sensor alignment t o  spacecraf t  
(6)  Spacecraf t  a t t i t u d e  

To these  we must inc lude  e r r o r s  i n  t h e  geographical maps used t o  compare 
with t h e  SSM/I d a t a  a s  well as  e r r o r s  due t o  i n t e rpo la t ion  and remapping 
of  t h e  SSM/I during image processing. 

During the  course of  t h e  Cal/Val e f f o r t ,  a r e l a t i v e l y  l a r g e  number 
of SSM/I images were produced f o r  d e t a i l e d  ana lys is .  To in su re  t h e  
r e s u l t s  der ived from t h e  images were not biased s i g n i f i c a n t l y ,  an attempt 
was made t o  include a wide range of poss ib le  inf luences.  These included, 
f o r  example, ascending and descending o r b i t s ,  seasonal e f f e c t s ,  l a t i  tud- 
i na l  dependence, hemispheric va r i a t i ons ,  and along- and c ros s - t r ack  
e f f e c t s .  I t  was a l s o  des i red  t o  eva lua te  the r e l a t i v e  reduct ion of t h e  
geolocation e r r o r s  i n  the images when the  t r u e  spacecraf t  ephemeris was 
used. In  add i t i on ,  i t  was des i red  t o  determine whether a f i xed  s e t  of  
angular  coord ina te  co r r ec t ions ,  such as  p i t ch ,  r o l l ,  and yaw, would bring 
any res idua l  geolocat ion e r r o r s  t o  within ha l f  the s p a t i a l  r e so lu t ion  of 
t h e  85 GHz channels,  i .e . ,  within 6 km, which i s  t h e  system geolocat ion 
e r r o r  budget f o r  t h e  SSM/I. 

To i l l u s t r a t e  t h e  major r e s u l t s  der ived from t h e  ana lys i s  of  t h e  
images, Figure 1.10 presents  a sequence of t h r e e  85H images. A t  t h e  l e f t  
t he  FNOC p red ic t  ephemeris i s  used during t h e  image formation. In t h e  
middle t h e  spacec ra f t  ephemeris i s  used while a t  t h e  r i g h t  t h e  spacec ra f t  
ephemeris i s  used along with p i t ch ,  r o l l ,  and yaw co r rec t ions  f o r  antenna 
boresight  cor rec t ion .  The spacecraf t  ephemeris was ex t r ac t ed  from OLS 
da ta  t apes  received from AFGWC and used with the  N R L  geolocat ion rou t ine ,  
described in  Sect ion 6,  t o  geolocate  t he  SSM/I da ta .  Re la t ive ly  l a r g e  
geolocat ion e r r o r s  a r e  evident  when using the  FNOC ephemeris. The 
Mediterranean c o a s t l i n e s  of  Morocco and Algeria show 20 - 30 km e r r o r s  
while s i m i l a r  e r r o r s  a r e  v i s i b l e  with t h e  I s lands  Mallorca, Menorca, and 
Ib iza .  The northern c o a s t l i n e  of  Spain and t h e  French peninsula in  t he  
Bay of Biscay a l s o  reveal l a r g e  geolocat ion e r r o r s .  In a l l  cases  t he  
image needs t o  be s h i f t e d  backward along the  spacec ra f t  t r a c k  t o  reduce 
these  e r r o r s .  The middle image shows a dramatic reduction i n  geolocat ion 
e r r o r  when t h e  spacec ra f t  ephemeris i s  used, although a res idua l  
geolocat ion e r r o r  of  10 - 12 km remains. Through a t r i a l  and e r r o r  
process p i t c h ,  r o l l ,  and yaw values were found which would remove the  
res idua l  geolocat ion e r r o r s .  I t  was found t h a t  i f  t h e  values 

Pi tch = -0.1 (degrees) 
Roll = -0.4 
Yaw = -0.6 

were employed the res idua l  e r r o r s  were reduced t o  l e s s  than 3 - 5 km. 
Furthermore, t h e  same s e t  of values were found t o  reduce geolocat ion 
e r r o r s  t o  l e s s  than 3 - 5 km f o r  t h e  s e t s  of  SSM/I images produced once 
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the FNOC ephemeris errors were removed. The number of SSM/I images 
analyzed was limited to 12 due to the limited number of OLS spacecraft 
ephemeris data sets available and the extensive time required to 
regenerate the satellite ephemeris, and process and re-geolocate the image 
with the selected pitch/rol l/yaw corrections. 

Other results found in the geolocation Cal/Val effort include: The 
orbital elements generated by NORAD were a negligible contributor to the 
SSM/I geolocation error, typically less then 1 - 1.5 km. The spacecraft 
ephemeris generated at FNOC with TRACE 66 was compared with the spacecraft 
ephemeris generated by the 100oth SOG and with the ephemeris generated at 
NORAD and found to exhibit significant and variable differences. In some 
instances the FNOC ephemeris disagreed by as much as 15 km. Numerical 
approximations appearing in the geolocation algorithm developed by HAC 
were found to contribute up to 4 km geolocation error. In addition, the 
last pixel sampled on each scan had a large geolocation error, 15 - 20 km, 
for subsatellite latitudes outside Â±6 degrees. The cause of this error 
was traced to an interpolation error in the computer module LDCINT in 
Subroutine SMISDP. Due to the magnitude of the pitch and roll corrections 
needed to remove the non-ephemeri s geol ocation errors, the pixel earth 
incidence angle was found to vary significantly, nearly 0.9 degrees, 
across the scan. For the relatively few cases analyzed, a fixed set of 
pitch, roll, and yaw corrections were found to reduce the OLS geolocation 
error below 3 - 5 km. These corrections were not the same as found for 
the SSM/I. Finally, it should be noted that the source(s) of the 
geolocation errors not due to ephemeris errors could not be determined 
conclusively. Although the error could be due to (a) sensor deployment 
or spin axis misalignment, (b) sensor misalignment with the spacecraft, 
or (c) spacecraft attitude errors, the results presented suggest that (c) 
is probably not the main contributor. In conclusion, approximately one 
half (-12 km) of the SSM/I geolocation error is due to the predict 
ephemeris used at FNOC and will be removed when the satellite ephemeris 
is adopted. The remaining error of -12 km, while apparently constant and 
removable with a software implemented effective realignment of the SSM/I 
spin axis of about 0.5 degrees, has yet to be determined precisely. 

1.3 ENVIRONMENTAL ALGORITHM PERFORMANCE 

1.3.1 Water Vaoor and Cloud Water 

The Hughes algorithms for the retrieval of integrated water vapor 
and cloud liquid water are divided into eleven climate codes in each 
hemisphere. Each climate code represents a set of coefficients for a 
particular latitude zone and season. There are three distinct sets of 
coefficients for the retrieval of water vapor and nine for the retrieval 
of cloud water over the ocean. For the retrieval of cloud water over 
land, there are eleven distinct sets of coefficients. 

Validating the Hughes algorithm required the acquisition of surface 
measurements from a variety of latitude zones and seasons. For the 
integrated water vapor validation, data were collected from smal 1 is1 and 
radiosonde stations and the few remaining weather ships. Initially a list 
of about 50 potential stations was compiled with size and latitude being 



the only considerations. However orbit and equatorial crossing time allow 
data from only 19 stations to meet our match-up criteria. The criteria 
are that the satellite observation and radiosonde must be coincident 
within 2 hours and 2 degrees of latitude and longitude. These radiosonde 
observations were collected from National Meteorological Center (NMC) 
files, integrated to obtain the total precipitable water vapor, and 
matched with the satellite data. The period of collection of data was 
from June 1987 to April 1988. 

In evaluating the algorithms, the following criteria were con- 
sidered: (1) the RMS difference between the surface measurement and the 
satellite retrieval of the parameter with allowance for measurement 
uncertainties, (2) the bias or difference between the mean surface 
measurement and the mean satellite retrieval, the bias being a measure of 
whether the algorithm is under or overestimating the derived quantity, and 
(3) whether there was a physically unrealistic gradient across the 
latitudinal boundary associated with the climate codes. 

Data for the cloud liquid water determinations over the ocean were 
taken by NOAA/Wave Propagation Laboratory (WPL) personnel from San Nicol as 
Island as part of Project FIRE and by University of Massachusetts 
personnel from Kwajalein Island. Data over land were taken by NOAA/WPL 
from the four stations that make up the Colorado remote profiling network. 

It was found that the Hughes algorithm for water vapor with its seg- 
mented structure did not meet the SSM/I specification of 0.2 g/cm over the 
range 0-8 g/cm . In addition, unrealistic gradients were generated at the 
boundaries of the climate code zones. It was also found that the Hughes 
algorithm had a distinct tendency to underestimate the amount of water 
vapor in the polar regions (low values) and overestimate in the tropical 
regions (high values). Figure 1.11 shows the retrieved (Hughes) versus 
actual values (raob) of total precipitable water in g/cm for the three 
sets of coefficients for the Hughes algorithm. 

Attempts were made to improve the Hughes algorithm within the pre- 
sent D-matrix format. A global linear algorithm (i.e., there would be no 
latitude or seasonal segments and the brightness temperatures appear only 
to the first power in the algorithm) was considered. Unfortunately, due 
to the wide range of air temperatures and water vapor amounts, this 
algorithm also could not meet specifications. Next a non-1 inear global 
algorithm was devised. This algorithm uses brightness temperatures at 
19V, 22V, 37V, and 22V squared. Figure 1.12 shows the retrieved values 
in gm/cm versus actual values (raob) for the non-linear global algorithm. 
This algorithm, while showing some tendency to underestimate at the 
highest water vapor values, eliminates the gradents at the boundaries of 
the original segmented algorithm and represents a significant improvement 
in overall accuracy, 0.24 g/cm2 rms error on a global scale. It is felt 
that as the data base increases in size and range the algorithm can be 
improved to retrieve water vapor to within specification globally. This 
improvement will be pursued as a follow on effort. 
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In evaluating the Hughes algorithms for cloud liquid water, it was 
found that more than 90% of the values retrieved by the coefficients used 
for our test areas produced indeterminate or out-of-1 imits values. This 
was sufficient evidence to conclude that some improvements could be made. 
By regressing matched brightness temperatures against cloud liquid water 
values derived from upward looking microwave radiometers, an algorithm for 
determining cloud liquid water over the ocean was derived. Although for 
a 1 imited range of cloud water, Figure 1.13 shows retrieved values in 
gm/cm2 versus observed values with an rms error of 0.004 g/cm . Our 
analysis of measurements over 1 and showed 1 i ttl e correlation between cloud 
liquid water content and SSM/I brightness temperatures. Our recommenda- 
tion is that there be no retrieval of cloud liquid water over land, until 
further research has been done to demonstrate its feasibility. 

COMPARISON OF CLOUD LIQUID WATER VALUES 
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Figure 1.13 

1.3.2 Wind Soeed 

The wind speed algorithm validation was performed using a11 SSM/I 
data recorded during the first year of operation. The validation 
consisted of two major thrusts: (1) assessment of the D-matrix algorithm 
based on direct comparisons of SSM/I wind speed observations with 
coincident surface wind speed measurements from ocean buoys; and (2) 



qualitative analysis of monthly and seasonal global SSM/I wind fields for 
self consistency and re1 iabil i ty, with comparisons to climatology for 
realism. Other factors considered include: error budget model i ng, 
improved algorithms, rain flag thresholds, zonal discontinuities, scan 
position bias, geolocation errors, and performance loss with one or more 
inoperative channels. 

The results of comparing SSM/I retrievals with surface buoy measure- 
ments showed that the Hughes operational D-matrix algorithm did not meet 
the specification accuracy of Â± m/s. All eleven versions of the 
algorithm (characterized by season and 1 ocati on) produced 1 arge biases and 
slope errors in scatter plots of SSM/I against buoy winds. The perfor- 
mance of Climate Code 5 (mid-latitude, summer) shown in Figure 1.14 was 
typical, with a bias of 5.7 m/s and a scaling factor of 0.85 instead of 

CLIMATE CODE 5 ,  M I D  L A T  
25 - 55 LAT, SEP-NOU, OLD DNATRIX 

S.D. 
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Figure 1.14 Performance of the Original D-Matrix Algorthm for Climate 
Code 5 

unity. These errors were corrected by changing the coefficients of the 
D-matrix generated using standard linear regression of buoy wind speeds 
on coincident SSM/I brightness temperature measurements. New coefficients 
were derived for each of the eleven versions of the algorithm and tests 
of performance were carried out using data not included in the coefficient 
determination. Performance of the new Climate Code 5 coefficients is 
shown in Figure 1.15. Performance of all of the Climate Code operational 



algorithms w i t h  new coefficients i s  within specification,  although the  D-  
matrix algorithm with revised coefficients s t i l l  underestimates the high 
wind speeds and produces discontinuit ies a t  some of the climate code 
interfaces.  

CLIMATE CODE 5, MID LAT 
25 - 65 LST, SEP-NOU, NEW DNSTRIX 

S.D. 
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Figure 1.15. Performance of the Revised D-Matrix Algorithm for  
Climate Code 5 

Having shown tha t  the new D-matrix algorithm met the Â± m/s accura- 
cy specification,  an a l ternate  D-matrix algorithm with a single s e t  of 
coefficients was developed. Using a weighted 1 inear regression on 
randomly selected coincident SSM/I-buoy pairs from each of the climate 
codes, i t  was possible t o  produce a s e t  of coeff ic ients  tha t  were valid 
for  a l l  l a t i tudes  and seasons. The channel selection in the  a l ternate  
algorithm d i f f e r s  s l igh t ly  from the original in t ha t  To,,,,,, i s  used instead 
of TgngM,. The performance of t h i s  all-purpose D-matrix algorithm, shown 
in Figure 1.16, not only meets the accuracy specification of Â± m/s over 
the fu l l  range of wind speeds but removes the high wind speed bias tha t  
was associated with the original D-matrix re t r ieva ls .  Further, the use 
of a single s e t  of coefficients fo r  a11 la t i tudes  and seasons eliminates 
the zonal discontinuit ies produced by the  original  algorithm. 

To address the issue of loss  of one or more channels, s e t s  of 
coeff ic ients  were derived for  a 3-channel and a &channel algorithm. 
Retrieval accuracies for  each possible combination of channels confirm 



t h a t  opera t ion ,  a t  reduced performance, would be poss ib le  should one of 
t h e  SSM/I channels f a i l .  
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Figure 1.16. Performance of t h e  Global D-Matrix Algorithm 

There were no wind speed comparisons in  excess of  25 m/s. This can 
be explained by t h e  f a c t  t h a t  winds above 25 m/s a r e  most always 
assoc ia ted  with storm systems having high l e v e l s  o f  p r e c i p i t a t i o n  and 
clouds. Since t h e  D-matrix r ap id ly  degrades i n  t he  presence of  l i g h t  
r a i n ,  high wind r e t r i e v a l s  in  t rop ica l  storms, typhoons, and hur r icanes  
can not be accura te ly  observed. This i n a b i l i t y  stems from t h e  f a c t  t h a t  
microwave r ad ia t ion  a t  19, 22, and 37 GHz i s  highly a t tenuated  by r a i n ,  
e f f e c t i v e l y  masking t h e  roughness s igna ture  of t he  ocean generated by foam 
and waves which i s  t he  physical bas i s  of t h e  wind r e t r i e v a l .  The 
d e t e r i o r a t i o n  i n  r e t r i e v a l  accuracy in  t h e  presence of  r a i n ,  prompted a  
re-eval  uation of t h e  r a i n - f l a g  c r i t e r i a .  New, more r e s t r i c t i v e ,  r a i n - f l a g  
thresholds  were determined as  a  funct ion of r a i n - f l a g  parameters,  (T 3,1,- 

T , ) and Tmf. New r a i n - f l a g  c u t o f f s  were determined by loca t ing  values 
o f  t h e  r a i n -  l a g  parameters f o r  which t h e  s tandard devia t ion  and b i a s  
curves crossed predetermined accuracy l e v e l s .  In t h i s  way, f o u r  r a in - f l ag  



ca tegor ies  were def ined; one more than p rev ious l y  provided. By lower ing  
t h e  parameter th resho lds  f o r  r a i n - f l a g  0 ( t h e  r a i n - f r e e  cond i t i on )  t o  
co inc ide  with a zero b ias  and standard d e v i a t i o n  o f  2  m/s, i t  was poss ib le  
t o  assure t h a t  a11 f l a g  0 r e t r i e v a l s  would be w i t h i n  s p e c i f i c a t i o n s .  For 
r a i n - f l a g s  1, 2, and 3, o ther  c u t o f f  values ( w i t h  t h e i r  assoc iated 
accuracy l i m i t s )  were used t o  represent  cond i t i ons  o f  i nc reas ing  amounts 
o f  water vapor and p r e c i p i t a t i o n .  The r e t r i e v a l  accuracy standard 
dev ia t i ons  o f  r a i n - f l a g s  1, 2, and 3 were found t o  be 2-5 m/s, 5-10 m/s 
and > 10 m/s, r espec t i ve l y .  

1.3.3 Land Parameters 

The Hughes l and  sur face type c l a s s i f i c a t i o n  l o g i c  i n  EXTLND r e s u l t e d  
i n  numerous m i s c l a s s i f i c a t i o n s .  Since i t  i s  impera t i ve  t h a t  t h e  sur face 
type  be c o r r e c t l y  i d e n t i f i e d  be fo re  t he  proper r e t r i e v a l  a l g o r i t h m  can be 
va l i da ted  o r  app l ied  ope ra t i ona l l y ,  i t  was essen t i a l  f i r s t  t o  develop an 
accurate sur face i d e n t i f i c a t i o n  scheme. Test areas were se lec ted  f o r  
dense vegetat ion,  deser ts  and a r i d  areas, and a rab le  land .  Atmospheric 
cond i t i ons  o f  heavy r a i n  and/or c louds con ta in i ng  l a r g e  water d r o p l e t s  
were i d e n t i f i e d .  Surface cond i t i ons  o f  snow covered, l a r g e  ex ten t  o f  
sur face water, and f looded arab le  l and  were inc luded i n  t he  t e s t  data 
sets .  Rules were developed f o r  t he  c l a s s i f i c a t i o n  o f  t h e  f o l l o w i n g  l and  
sur face types: r a i n  over vegetat ion,  r a i n  over s o i l ,  f l ooded s o i l ,  
composite s o i l  and water, composite vegeta t ion  and water, dense vegeta- 
t i on ,  deser t ,  semi a r i d ,  d r y  a rab le  s o i l ,  mo is t  a rab le  s o i l ,  a g r i c u l t u r a l  
crops and range, snow, composite snow and s o i l ,  and g l a c i a l  . These r u l e s  
are based on a s t a t i s t i c a l  ana l ys i s  o f  pass ive microwave s igna tures  over 
t h e  known l and  surfaces. Histograms o f  b r igh tness  temperatures, p o l a r i z -  
a t i o n  d i f fe rences ,  and o ther  combinations o f  t he  SSM/I channels were used 
t o  determine appropr ia te  d i sc r im ina to rs  and th resho lds .  

The o r i g i n a l  Hughes a lgo r i t hm f o r  r e t r i e v a l  o f  l and  sur face 
temperature had t h r e e  forms. Temperature over c loudy l and  (TLC) was no t  
i n v e s t i g a t e d  due t o  an i n a b i l i t y  t o  d i sc r im ina te  n o n - p r e c i p i t a t i n g  clouds 
i n  t h e  l and  sur face c l a s s i f i c a t i o n  module. Previous experience i n d i c a t e s  
t h a t  temperature over snow (STS) and c loud  covered snow (TSC) i s  extremely 
d i f f i c u l t ,  i f  no t  impossible,  t o  r e t r i e v e  because a very smal l  component 
o f  t h e  microwave r a d i a t i o n  received from a snow covered sur face i s  emi t ted  
by t h e  snow i t s e l f .  The m a j o r i t y  o f  t h e  r a d i a t i o n  comes from the  
under ly ing  sur face and passes through the  nea r l y  t ransparen t  snow l a y e r .  
Therefore, i t  i s  recommended t h a t  snow sur face temperature no t  be 
r e t r i e v e d .  

A l l  l a n d  sur face temperature a lgor i thms performed b e t t e r  i n  t he  
Centra l  P la ins  o f  t he  Uni ted States than i n  t h e  Western Desert  t e s t  area. 
The d ry  s o i l  and deser t  c l a s s i f i c a t i o n s  were conspicuous i n  t h e i r  
d e v i a t i o n  from the  regress ion  pa t t e rns  o f  t h e  o the r  l and  sur face types. 
The 85V channel e x h i b i t e d  t he  most var iance o f  any channel. The 
i m p l i c a t i o n s  are t h a t  e i t h e r  t he  ground t r u t h  has s i g n i f i c a n t  var iance as 
a r e s u l t  o f  non-representat ive l o c a t i o n s  o r  t h a t  t h e  phys ics o f  sandy 
s o i l s  d i f f e r  f rom a g r i c u l t u r a l  s o i l s .  The d i e l e c t r i c  constant  i s  h igher  
f o r  quar tz  sands ( p e r m i t t i v i t y  i n  t h e  3 t o  4 range) than s o i l s ,  so a 
phys ica l  bas is  e x i s t s  f o r  a  d i f f e r i n g  microwave response. A very h igh  



polarization difference is an indication of the unique response of 
deserts. Even though the RMSE, as a combination of variance in the ground 
truth and the retrieval algorithms, is only within 4 C, the implementation 
of the 1 and surface temperature algorithms is recommended. 

The snow depths and the microwave brightness temperatures are highly 
correlated. A visual correlation shows excel lent agreement. However, 
when multiple linear regression was performed, the best R squared was in 
the vicinity of 0.20 with an RMSE of 11 cm. The snow depths in this case 
generally matched the observed depressions in the SSM/I channels, but the 
localized nature of the heavier amounts and the mislocation problem of the 
SSM/I pixels may be sources of variance. Although algorithms could be 
implemented, the current structure of the snow categories of EXTLND does 
not allow for the necessary flexibility in the selection of algorithms. 
More snow data are needed in order to develop a rule based logic system 
for the classification of snow into dry accumulating snow, dry snow with 
morphological changes, surface melting and refreezing, and stage of 
ripening. The nature of the underlying surface and the influence of 
vegetation should be included. 

A soil moisture algorithm was developed to retrieve antecedent 
precipitation, which is consistent with literature on retrieved soil (or 
surface) moisture. The data base for the development of the soil moisture 
algorithm excluded rain, dense vegetation, desert and dry soil, and snow. 
For test areas in the Central Plains, the soil moisture algorithm 
performance was good. The R squared was 0.61 and the standard error was 
about 11 mm. The ground truth consisted of an antecedent precipitation 
index (API) based on daily rainfall from the climatological network. 
Surface estimates of temperature were not used to calculate an emissivity. 
A soil moisture algorithm is recommended for implementation. 

The revised rules for EXTLND and the recommended algorithms for 1 and 
surface temperature and land surface moisture are given in Section 1.4.4. 
Work is continuing to develop an algorithm to retrieve snow water 
equivalent, to incorporate land surface temperature into the surface 
moisture estimation retrievals, to develop a dynamic data base, and to 
replace the 85V GHz channel where it appears in a11 of the land classi- 
fication and retrieval algorithms. 

1.3.4 Sea Ice 

The validation of the sea-ice parameters was carried out by the 
Atmospheric Environment Service (AES), Canada from June 1987 to September 
1988, and involved the statistical analysis of SSM/I data with almost 
coincident radar imagery. The validation also included the operational 
demonstration of the AES/YORK algorithm for ice reconnaissance and 
forecasting, and was carried out at the AES Ice Branch in Ottawa and at 
the U.S. Navy/NOAA Joint Ice Center and Navy Polar Oceanographic Center 
in Washington, D.C. 

The validation objective was to assess the accuracy of the Hughes 
and AES/YORK algorithm products using the best corroborative information 
available. The performance of the algorithms was assessed for total ice 



concentration, ice fraction concentration, and ice edge 1 ocation for 
season and ice regimes. One of the main requirements imposed on the 
algorithms was for them to be operationally useful under all weather 
conditions. 

The val idation procedure involved the geographical registration of 
the radar imagery with the a1 gorithm derived environmental parameter maps 
provided at an equivalent scale to that of the radar imagery. The imagery 
was analyzed at each footprint for ice concentration and/or ice fraction, 
and along the contours used for ice edge location. Inaccuracy which could 
be introduced by interpreter bias in estimating ice concentration was 
reduced by the use of a sampling template. Errors because of orbit shift 
were minimized by implementing a constant 25 km backward shift along the 
track. However, this did not eliminate systematic errors such as the 
interpretation of open water or thin ice, rough first-year ice, or old 
ice. The higher resolution of the radar imagery (which can vary from 30 
m to 400 m in azimuth as a function of range for the SLAR, and 18 m across 
all the range of the SAR) caused interpretation difficulties for 
convoluted ice edges when compared to the SSM/I grid spacing of 25 by 25 
km, which results in a relatively smooth ice edge. Radar data were 
available only during weather conditions suitable for flying, which 
eliminated validation of SSM/I under severe storm conditions. A1 together 
1.6 mill ion sq km were validated for ice concentration, and more than 6000 
km were validated for ice edge position. 

Table 1.6 summarizes the validation results. The results indicate 
that the AES/YORK algorithm performed better than the Hughes algorithm 
for geographic area, season, and time class. The AES/YORK algorithm met 
the acceptance criteria for ice edge location more frequently than the 
Hughes algorithm. The results from the ice fraction validation were 
inconclusive because of the small sample size. 

There were additional shortcomings concerning the Hughes algorithm 
which were not apparent in the statistical results. In particular storms, 
e.g., in the Gulf of Alaska, there were areas occasionally shown by the 
algorithm as ice covered where no ice was present. This situation also 
occurred in the Labrador Sea, as shown in Figure 1.17, where ice along the 
coast was extended by the algorithm into an apparent ice cover all the way 
to the Greenland coast. The problem could be eliminated by a suitable 
weather filter algorithm, as is incorporated in the AES/YORK algorithm, 
and is illustrated in Figure 1.18. 

Another shortcoming was the extrapolated ice edge contour (0% ice 
concentration) as observed on the radar imagery which corresponded to a 
Hughes algorithm ice concentration between 25 and 50%, with an average of 
35% ice concentration, depending on ice type. The 30% Hughes algorithm 
ice edge was observed to correspond to an average ice concentration of 
56%. The AES/YORK algorithm at the 0% radar ice concentration contour 
corresponded to an ice concentration of between 0 and 25%, with an average 
ice concentration of 16%, depending on ice type. The 10% AES/YORK 
algorithm ice edge corresponded to an average ice concentration of 25%. 
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The Hughes algorithm was designed to flag the presence of old ice 
only when the old ice concentration reached about 35% or more of the total 
ice concentration. Because it only flags, but does not determine, the ice 
fraction concentration, this reduces its usefulness for operational 
purposes. The AES/YORK algorithm is designed to provide thin ice, first- 
year, and old ice fractions. 

1.3.5 Precipitation 

Evaluations of SSM/I data show that useful rainfall rate estimates 
can be achieved, particularly over ocean areas. However, the Hughes D- 
matrix retrieval algorithm applied at midlatitudes does not meet specified 
accuracies over land. A general trend was found: at low radar-derived 
rainfall rates the Hughes algorithm tends to over-estimate rainfall rates, 
while at high rainfall rates, it tends to under-estimate rain intensity. 
Regression analysis of collocated SSM/I brightness temperatures and radar- 
derived rainfall rates is utilized to create formulas for improved 
retrievals of rainfall rates over land and ocean. The retrieval formulas 
can be implemented within the framework of the SSM/I operational software. 
Over 1 and and ocean surf aces, 1 i near regression formulas or exponent i a1 
regression formulas both show the potential for meeting the 25 mm/hr DMSP 
specification. The exponential formulas produce estimates with less rain 
rate dependent bias. 

Two approaches were taken in an attempt to compensate for the 
nonlinear relationship between brightness temperature and rainfall rate. 
First the residuals in the linear regression are weighted to emphasize 
errors at the higher rainfall rates. Weighting by an increasing function 
of rainfall rate helps to compensate for the skewed distribution of 
rainfall rates which is dominated by low rain rates. Second, the problems 
experienced with linear regression models can be partly overcome by 
utilizing nonlinear algorithms. The simplest nonlinear algori thm to 
implement operationally is one in which the rainfall rate is expressed as 
an exponential function of the SSM/I brightness temperatures. The two 
approaches lead to retrieval algorithms which yield rainfall estimates 
within a 5 mm/hr standard deviation of radar "ground truth" data, over 
both land and ocean backgrounds. The new retrieval algorithms are 
presented in Section 1.4.6. 

Figure 1.19 shows the Hughes 0-matrix and regression estimates of 
rainfall rate versus radar-derived rainfall rate at midlatitudes. The 
regressions are based upon collocated SSM/I brightness temperatures and 
radar-derived rainfall rates for which the 0-matrix and radar rain rates 
were between 0 and 25 mm/hr during the summer and spring-fall seasons. 
0-matrix rain rate estimates over land are plotted in (a). Linear 
regression estimates over land and logarithmic regression estimates 
(c=4.0) over land are plotted in (b) and (c), respectively. 0-Matrix rain 
rate estimates over ocean are plotted in (d), and linear regression 
estimates over ocean are plotted in (e). Solid lines define the Â± mm/hr 
retrieval error 1 imits. 

Regression-based retrieval formulas are applied to SSM/I data from 
an overpass of Hurricane Florence at 0021 GMT on September 10, 1988. 



Figure 1-19. Hughes D-Matrix and the New Regression Estimates o f  
Rainfall Rate versus Radar-Derived Rainfall Rate at 
Midlatitudes 



SSM/I imagery i n  t h e  85.5H GHz and 37V GHz channels,  which con t r ibu te  t o  
r a i n  r a t e  r e t r i e v a l s ,  i s  presented in  Figures l.ZO(a) and 1.20(b). 
Hydrometeor s c a t t e r i n g  l eads  t o  depressions i n  t h e  85.5 GHz br ightness  
temperatures i n  regions of p r e c i p i t a t i o n .  A t  37 GHz t h e  s c a t t e r i n g  e f f e c t  
i s  less pronounced over land,  and hydrometeor emission l eads  t o  an eleva-  
t i o n  i n  br ightness  temperatures r e l a t i v e  t o  t h e  low-emissivity ocean back- 
ground. 

The a l t e r n a t e  algorithm r e t r i e v a l  of  r a i n f a l l  r a t e s  i n  Florence i s  
presented i n  Figure 1 .20(c) .  Ret r ieva ls  within about 25 km of  the coas t  
a r e  f i l t e r e d  because t h e  radiometer measurements in  t h e  immediate v i c i n i t y  
of  t h e  coas t  contained s i g n i f i c a n t  cont r ibu t ions  from both 1 and and ocean 
backgrounds. The r a i n  r e t r i e v a l s  may be compared t o  t h e  radar-derived r a i n  
rates obtained from t h e  NWS WSR-57 s t a t i o n  a t  S l i d e l l ,  Louisiana i n  Figure 
1.20(d).  

Note t h a t  t h e r e  i s  a good s p a t i a l  c o r r e l a t i o n  between SSM/I 
r e t r i eved  r a i n f a l l  r a t e s  and radar-derived r a t e s  within t h e  observing 
range of  t h e  radar .  The r e t r i e v a l  a lgori thm tends  t o  overest imate t h e  
r a i n  r a t e s  (with respec t  t o  r ada r ) ,  because the  proport ion of  graupel and 
i c e  p a r t i c l e s  t o  l i q u i d  p rec ip i t a t i on  i s  r e l a t i v e l y  high ou t s ide  t h e  
eyewall in  hurr icanes [ I ] .  The response of t h e  85.5 GHz channel da t a  t o  
an increase  in  t h e  r a i n  r a t e  i s  g r e a t e r  i n  clouds which contain a g r e a t e r  
proportion of i c e .  The response of t h e  37 GHz measurements t o  i c e  i s  
s i m i l a r ,  but l e s s  pronounced. Since the  a1 t e r n a t e  r e t r i e v a l  algorithm i s  
t u n e d "  t o  mean cloud condit ions a t  mid la t i tudes ,  t h e  increased response 
i n  t h e  85.5 and 37 GHz channels may lead  t o  overest imates  of r a i n f a l l  
r a t e s  i n  Florence. 

Work i s  continuing t o  complete t he  va l ida t ion  of  t h e  SSM/I r a in  
r e t r i e v a l  algorithms i n  t he  t r o p i c s  during warm and cool seasons. New 
r e t r i e v a l  algorithms will be developed i f  necessary in  an attempt t o  meet 
t h e  Â± mm/hr r e t r i e v a l  e r r o r  s p e c i f i c a t i o n .  In addi t ion ,  new versions of 
a11 of t he  algorithms which do not  u t i l i z e  t he  85 GHz v e r t i c a l  channel a r e  
being developed, now t h a t  t h i s  channel has f a i l e d .  

1.3.6 Cloud Amount 

Hughes Ai rc ra f t  Company developed two a1 gori  thms f o r  es t imat ing  
cloud amounts (percent  cloud coverage) from SSM/I br ightness  temperatures.  
One i s  appl icable  over snow backgrounds; t h e  o the r  over 1 and backgrounds. 
Hughes has not  been tasked t o  develop a cloud amount es t imat ion  algorithm 
f o r  ocean backgrounds. The a lgor i  thm development was based e n t i r e l y  on 
simulated da t a  which indicated the  main cloud s igna tu re  over land and snow 
backgrounds was the  l o s s  of po la r i za t ion  a t  85 GHz i n  the presence of 
cloud . 

The Hughes cloud algorithms were evaluated f o r  completeness and 
accuracy f o r  fou r  case s tudy scenes se lec ted  t o  include d i f f e r e n t  
background and seasonal va r i a t i ons .  "Truth" cloud amounts f o r  each case 
study scene were derived from manual analyses  of  3 nmi r e so lu t ion  v i s i b l e  
and in f r a red  imagery da t a  obtained from the Operational Linescan System 
(OLS) sensor  on the  same DMSP spacecraf t  a s  t h e  SSM/I. The Air Force 
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Interactive Meteorological System (AIMS) at the Geophysics Laboratory (GL) 
was used as the test bed for the validation study. AIMS interactive image 
processing and display functions were used extensively to aid the analyst 
in his manual interpretation of the OLS imagery. A threshold blanking 
technique was used to convert the manual analyses into synthetic digital 
images containing the cloud truth information. OLS "truth" cloud amounts 
were statistically compared to the corresponding SSM/I cloud amounts. 

The results of these comparisons show that the SSM/I cloud amount 
algorithms for both backgrounds, land and snow, have no skill at 
estimating the correct cloud amounts. In other words, there is no 
discernable cloud signature from 85 GHz polarization values. Even if the 
SSM/I algorithms had shown some skill, their use would have been 1 imited 
because of the large percentage of "out-of-limits" values they generate. 
The "out-of-limits" flag accounts for physically meaningless cloud amount 
values and is arbitrarily assigned to estimates less than -20% or greater 
than 120%. The actual numerical "out-of-limits" values were all negative 
which implies that many of the 85 GHz polarization values actually 
observed were significantly larger than those predicted by the simulations 
used in the algorithm development. 

The failure of the algorithms is due to the use of a very limited 
set of cloud conditions, precipitation states, and atmospheric tempera- 
ture, and humidity profiles for obtaining the simulated brightness 
temperatures that were used in the development of the algorithms. The 
full range of natural variability of the atmosphere and earth's surface 
was not accounted for. For example, only one cloud type was used with a 
liquid water content that is moderate to large for a non-precipitating 
cloud. Another contributing factor was error in the models of the 
atmospheric and surface conditions that were used. 

1.4 RECOMMENDATIONS 

1.4.1 Instrument 

The excellent radiometric stability of the SSM/I makes it possible 
to average the antenna temperature calibration parameters for more than 
one scan as is presently done. As described in Section 3.2, five samples 
of the radiometer output voltages are taken when the feed horn is viewing 
the cold cosmic background and when viewing the hot reference load each 
scan. These voltages along with the measured temperature of the hot load 
and the known brightness temperature of the cosmic background are used to 
establish the absolute antenna temperatures. To reduce the effects of 
instrument noise, it is recommended that these voltages be averaged over 
10 scans (50 samples with 3.8 sec/scan) for channels 19, 22, and 37 GHz 
and over 20 scans (100 samples with 1.9 sec/scan) for 85 GHz. This will 
reduce the instrument noise contribution to the antenna temperature 
calibration and improve the accuracy of the absolute brightness tempera- 
tures. As shown in Figure 1.7, the relative improvement in NEAT 
approaches 10% when the averaging is performed. 

As a result of the geolocation calibration, it is recommended that 
the current FNOC ephemeris generating program be replaced with the actual 



spacecraft ephemeris which is down-linked with the OLS data. A remaining 
task is to verify that the pitch, roll, and yaw corrections found for the 
SSM/I data are constant, or, if variable, to determine their time 
dependance. The current values have been tested for only 12 selected 
orbits; a very limited set of conditions. To minimize the size and 
complexity of this effort it should await the implementation of the 
spacecraft ephemeris at FNOC to remove that source of error. A further 
comparison of OLS and SSM/I geolocation errors should be made. It is 
possible that upon further examination of OLS and SSM/I imagery, the 
source(s) of the non-ephemeris geolocation errors may be determined. Once 
the geolocation and pointing errors are eliminated, a routine to compute 
the earth incidence angle at each sample point should be implemented. 
This will allow brightness temperature corrections to be made and should 
result in an improvement in the absolute brightness temperatures. It will 
also reduce the errors in the retrieved environmental parameters. 
Finally, the extrapolation error associated with the last pixel sampled 
on each scan for latitudes outside Â±60 should be corrected in the SSM/I 
geolocation algori thm. 

It is recommended that further effort be directed toward an antenna 
pattern correction to improve the absolute brightness temperatures sampled 
near coastal boundaries due to antenna side lobe contaminations. The 
current algorithm does not consistently improve the brightness tempera- 
tures near coastal boundaries and by design does not introduce large 
errors. However, it is felt that further simulation and analysis may 
result in an algorithm which would allow retrievals of environmental 
parameters closer to coastal boundaries than now possible. Attention to 
algorithm complexity and associated computer processing requirements and 
amplification of instrument noise must be addressed in the algorithm 
development. In addition, it is recommended that the image reconstruc- 
tion/restoration techniques be reviewed for their applicability to 
enhancing SSM/I imagery. In particular, the image enhancement of sea ice 
boundaries and large storm system structures should be addressed. The 
instrument recommendations are summarized in Tab1 e 1.7. 



TABLE 1.7 

INSTRUMENT RECOMMENDATIONS 

Substitute satellite ephemeris for predict ephemeris. 
Average hot and cold reference counts for 10 scans (50 samples) for 
channels 1 through 5 and 20 scans (100 samples) for channels 6 and 
7. Preferably using an equal number of scans before and after the 
scan being cal i brated. 
Correct software error which results in position error of last pixel 
of each scan above 60 degrees north/south latitude*. 
When available, implement software scan axis alignment correction 
to remove remaining geolocation error. 
Generate incidence angle for each pixel location. 
Use incidence angle to correct brightness temperature/environmental 
products. 
Study possible improvements in antenna pattern correction to 
increase brightness temperature accuracies near coastal and ice 
boundaries. 
Study further improvements in image reconstruction/restoration tech- 
niques. 

*We believe software error lies in subroutine LOCINl, lines LOCIHT 174 - 
LOCINT 182. (Vol I1 Program Maintenance Manual for a CDRL item 013A1) 

The computation within these lines should not be done for latitudes above 
60 degrees North/South. 

1.4.2 Water Vanor and Cloud Water 

There are two basic recommendations for the retrieval of water vapor 
(total precipitable water) and cloud liquid water over ocean. The first 
is the use of the new algorithms presented in Table 1.8 for the retrieval 
of these parameters and the institution of some quality control measures 
to insure the continued retrieval of reliable and accurate products from 
the SSM/I. 

In the case of water vapor, our study has demonstrated the problems 
associated with the use of segmented algorithms. They lead to unnaturally 
large gradients at the boundaries of the segments. It has also shown that 
the original algorithms did not meet the accuracy requirements. A large 
body of data (more than any other pub1 ished validation of total precipi - 
table water) has been assembled. Both 1 inear and non-1 inear algorithms 
have been examined and the non-linear algorithm given in Table 1.8 
developed. Our recommendation is for the continued periodic collection 
of radiosonde observations as a quality control for the present algorithm 
and for its eventual refinement and improvement. 



TABLE 1.8 

INTEGRATED WATER VAPOR AND CLOUD WATER OVER OCEAN 

COEFFICIENT WATER VAPOR (OCEAN) CLW (OCEAN) 

water Vapor (~g/m') = c0 t C, T~~~~ t c3 T~~~~ t c4 ~2~~~ + '5 8̂37v 

The initial cloud liquid water algorithm(s) produced out-of-limits 
or indeterminate values for over 90% of the retrievals at our test sites 
indicating the necessity for improvements. Our investigation found little 
basis for the feasibility of retrievals over highly emissive surfaces such 
as land, ice, or snow. We were able to find a single algorithm that meets 
the accuracy requirements for cloud liquid water over the ocean. Our 
recommendations are for the implementation of our single algorithm for 
cloud water over the ocean given in Table 1.8 and to do no retrievals over 
land until a viable algorithm has been developed and demonstrated. It is 
also recommended that a simole aualitv control orocedure be adooted for 
the cloud liquid water product. ' The procedure could be the examination 
of OLS or GOES images. 

1.4.3 Wind Soeed 

It is recommended that the global 0-matrix algorithm presented in 
Table 1.9 be used to retrieve ocean surface wind speeds. It is more 
restrictive in flagging rain and does not give biased wind speed estimates 
in the high and low wind speed ranges or generate zonal discontinuities. 
Further, it is recommended that wind speed Environmental Data Records be 
calculated to 1-decimal point accuracy (not rounded to the nearest m/s as 
is currently done) in order to eliminate conversion errors by users when 
going from m/s to miles/hour or knots. 



TABLE 1.9 

MARINE WIND SPEED 

RAIN FLAG CRITERIA ACCURACY 

It i s  recommended t h a t  wind speeds be c a l c u l a t e d  i n  t h e  presence o f  
l a r g e  storm systems. Although r e t r i e v a l s  contaminated by dense clouds and 
r a i n  may be ou t  o f  s p e c i f i c a t i o n ,  they  he lp  t o  o u t l i n e  areas o f  h i gh  
winds. Approximately 85% o f  t he  t ime, a l go r i t hm r e t r i e v a l s  are i n  areas 
o f  no r a i n  ( r a i n - f l a g  0 ) .  These r e t r i e v a l s  meet t h e  2 m/s accuracy 
s p e c i f i c a t i o n .  The remaining 15% o f  t h e  t ime, r e t r i e v a l s  are i n  areas o f  
h i gh  water vapor o r  r a i n ,  f lagged 1 ,  2, o r  3, w i t h  reduced accuracies 
ranging from Â± m/s t o  > Â±l  m/s. 

Although the  D-matr ix  wind speed r e t r i e v a l s  meet des ign s p e c i f i c a -  
t i o n s  under r a i n - f r e e  cond i t ions ,  i t  has been suggested t h a t  an i t e r a t i v e -  
t ype  a lgo r i t hm might improve r e t r i e v a l  accuracy. Th is  i s  t r u e .  L im i ted  
i n v e s t i g a t i o n  o f  an i t e r a t i v e  a lgor i thm has shown t h a t  somewhat lower  
standard dev ia t i ons  (SO) a lso  r e s u l t  because t h e  i t e r a t i v e  technique 
p a r t i a l l y  c o r r e c t s  f o r  a t t enua t i on  due t o  r a i n .  Use o f  such an a lgor i thm 
would probably  lower  t h e  SD t o  1.5  m/s f o r  winds i n  t he  range of 3-25 m/s. 
However t h i s  approach i s  no t  recommended a t  t h i s  t ime because t h e  wind 
speed r e t r i e v a l  e r r o r s  are brought w i t h i n  s p e c i f i c a t i o n  by t h e  computa- 
t i o n a l l y  s impler  g l oba l  D-matr ix  a lgor i thm. I t  w i l l  be i nves t i ga ted  as 
a  f o l l o w  on e f f o r t .  

1.4.4 Land Parameters 

It i s  recommended t h a t  t he  dec i s i on  l o g i c  o f  EXTLND be rev i sed  t o  
i nc lude  t h e  r u l e s  and thresholds f o r  t h e  c l a s s i f i c a t i o n  o f  dense 
vegetat ion,  a g r i c u l t u r a l  crops and range, d r y  a rab le  s o i l ,  mo i s t  arable 
s o i l ,  semi-ar id,  deser t ,  r a i n  over vegetat ion, r a i n  over  s o i l ,  f looded 
s o i l ,  composite vegeta t ion  and water, composite s o i l  and water, snow, 
composite snow and s o i l ,  and g l a c i a l .  The rev i sed  r u l e s  and br igh tness  
temperature th resho lds  are g iven i n  Table 1.10. The environmental data 
products  t o  be r e t r i e v e d  f o l l o w i n g  EXTLND sur face c l a s s i f i c a t i o n  are g iven  
i n  Table 1.11. 



TABLE 1.10 

LAND SURFACE TYPE CLASSIFICATION RULES AND CORRESPONDING 
BRIGHTNESS TEMPERATURE COMBINATION THRESHOLD VALUES 

LAND SURFACE TYPE 
CLASSIFICATION RULES - 
Standing Water o r  
Flooded Condi t ions 

Dense Vegetat ion 
(Jungle) 

A g r i c u l t u r a l /  
Range1 and 
Vegetat ion 

Arable S o i l  
(Dry) 

S o i l  
(Moist  Surface) 

Semi - A r i d  
Surface 

Desert 

P r e c i p i t a t i o n  
Over Vegetat ion 

P r e c i p i t a t i o n  
Over S o i l  

Composite Vegetat ion 
and Water 

Composite S o i l  and 
Water/Wet S o i l  Surface 

Snow 

[a]  22V - 19V [b] [(19V+37V)/2] - [(19H+37H)/2] 

[ d l  85V - 37V [ e l  85H - 37H 

[ g I  19V [h] 19V - 19H 

[c ]  37V - 19V 

[ f ]  37V - 37H 



TABLE 1.11 

EDR EXECUTION FROM EXTLND CATEGORIES 

GATEGORY EDRS TO RETRIEVE 

Precipitation over soil Precipitation over land 

Precipitation over vegetation 

Lakes, standing water 

Snow 

Glacier, frozen surface 

Dense and less dense 
vegetation 

Soils with moisture 

Agricultural and range 

Dry soil, semiarid, desert 

Precipitation over land 

none 

Snow water content (under 
development) 

none 

Land surface temperature, 
vegetation (STV) 

Land surface temperature, moist 
soils (STL1) 

Surface moisture (SM) 

Land surface temperature, arable 
land (STL2) 

Land surface temperature, dry 
soils (STD) 

When the pixel geolocation errors are removed, it is recommended 
that a dynamic database be created for the storage of surface type 
classification information relative to previous passes over a location. 
Such a database would serve as a surface type memory and could be accessed 
by the EXTLND software in situations requiring temporal information for 
more precise classifications. This is the case of additional snow rules 
for melting and refrozen snow for example, which would benefit from the 
history of prior conditions. SMISYRFTYP, the fixed geographical feature 
database being presently used does not contain enough detail regarding 
lakes and other water bodies. Thus if a dynamic database were used, 
locations containing a small lake for example would be continuously 
flagged for a composite soil and water condition and essentially become 
a fixed feature within the dynamic database. Retrievals of surface 
moisture would be enhanced as in some cases, it is impossible to discern 
between a footprint that is contaminated by the presence of a lake or 
river and that which contains water from a large rainstorm. A rule could 
be developed that would use the history of classifications over a 
particular spot to differentiate between these cases. 



Retrieval algorithms should be implemented for dense vegetation, 
vegetation and crops (STV), arable soils (STL), and dry soil and desert 
(STD) . Retrieval algorithms should be deferred for cloudy 1 and (TLC), 
snow (STS), cloudy snow (TSC), and glacial (STG). Follow-on research 
should include OLS digital thermal infrared into the analysis. While this 
will be of use only in clear, relatively dry atmospheric conditions, the 
algorithms for surface temperatures over snow, desert, and forest 
vegetation could be further calibrated and the variance inherent in the 
ground truth could be identified. The recommended algorithms to retrieve 
land surface temperature in degrees Kelvin are contained in Table 1.12. 

TABLE 1.12 

LAND SURFACE TEMPERATURE ALGORITHMS 

STV - vegetation 
STL1 - moist soils 
STL2 - ag and range 
STD - dry soils 

SURFACE MOISTURE ALGORITHM 

Surface moisture is expressed as an antecedent precipitation index (API), 
which includes both soil moisture and surface water in place of percentage 
as originally specified. The units are millimeters. 

The API is preferred over soil moisture in percent because the 
same infiltration from rainfall would produce differing soil moisture (%) 
for soils of varying infiltration and percolation characteristics, which 
include texture, structure, soil depth, vegetative cover, and cultural 
practices. All of these have successfully been combined into API models 
that have been operationally used to convert rainfall into an antecedent 
moisture for runoff estimation models. An API may be translated into an 
additional soil moisture (% by volume) by dividing the API by the depth 
of the soil layer (mm). Division by the soil bulk density would produce 
the soil moisture in percent by weight, 

Follow-on research should categorize the nature of the snow and 
the underlying surface before algorithms are implemented to avoid an 
automatic retrieval of parameters that are not physically consistent with 
the actual conditions. The snow edge classification embedded in EXTLND 
has sufficient accuracy for inclusion in the software. 



The surface moisture retrieval algorithms developed consist of 
two main components: ( 1 )  classification rules which identify the presence 
of moisture at the soil surface and (2) retrieval algorithms based on the 
antecedent precipitation index (API) as a measure of the amount of water 
at the soil surface layer as well as water stored in depression storage. 
Due to the importance of accurately classifying the surface type prior to 
using the developed retrieval algorithm, it is recommended that a dynamic 
database scheme be incorporated into the EXTLND classification software 
in order to improve the sensing of moisture at the surface for any region 
in the world over time. This will require proper surface location of the 
SSM/I footprints. 

It is recommended that the soil moisture retrieval algorithm given 
in Table 1.12 be implemented for the land surface classifications that 
include moisture in or on the soil surface. 

1.4.5 Sea Ice 

It is recommended that a tailored or reduced version of the AES/YORK 
algorithm be implemented for operational use. This tailoring is necessary 
for two major reasons. First, the AES/YORK was constructed to retrieve 
not only the basic SSM/I parameter of sea ice concentration and identify 
first-year and multi-year ice types but also additional parameters such 
as the fractions of first-year, multi-year, and thin ice within the SSM/I 
footprint as well as ocean surface wind speed and vertical columns of 
water vapor and liquid cloud water. Second, the computer resources 
required to implement the complete AES/YORK algorithm are significantly 
greater than the proposed tailored version. The error in the retrieved 
sea ice concentration using the tailored AES/YORK algorithm is essentially 
that associated with the complete algorithm and as discussed earlier is 
typically less than 10-12%. 

Figure 1.21  presents a top-level flow chart of the proposed tailored 
version of the AES/YORK sea ice algorithm. Specific equations and 
decision tests employed in the algorithm are presented in Table 1.13. The 
initial test identified in the flow chart, Test 1, checks for the 
reasonableness of the 19V, 19H, 37V, and 37H SDRs and polarization 
differences 19V-19H, 37V-37H. If any of the inequalities in Test 1 of 
Table 1.13 are true, no sea ice concentration or ice type identification 
is retrieved. If none of these inequalities are true, the SDRs are 
reasonable for open ocean or sea ice and total sea ice concentration, 
TOTICE, is computed either for winter/fall conditions or summer/spring 
conditions. Equation A in Table 1.13 is used to compute TOTICE and 
employs only the 19V and 37V SDRs. Depending on the value of TOTICE and 
several subsequent threshold tests, new values of TOTICE may be computed. 
As shown in Figure 1.21, a threshold TC is selected depending on the 
condition of winter/fall or summer/spring. TC is essentially an 
atmospheric offset threshold used later. The next step in the algorithm 
is to compute a discriminate D which is an estimate of the total ice 
concentration independent of Equation A and is expressed by Equation C in 
Table 1.13. Test 2 which follows the computation of D is a consistency 
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TABLE I . I 3  

EQUATIONS AND TESTS USED I N  RECOMMENDED SEA ICE ALGORITHM 

EOUATIONS 

A. TOTICE = CWF(1) * T837v t CWF(2) * TBlgV t CWF(3) 

B. TOTICE = CSS(1) * TB37v t CSS(2) * TBlgv t CSS(3) 

C. D = 1.0 - 0.0513 * (TBS7,, - TBlgV) 

D. TOTICE = (TB37v + 0.5 * TB37H - 265.0) * 0.01 

E. T B I  = [TBlgV -TC - (1.0 - TOTICE) * lEO]/TOTICE 

F. TC = 14.0 

G. TC = 6.8 

H. WCUT = 6.0 

I. WCUT = 8.5 

WINTER/FALL COEFFICIENTS SUMMER/SPRING COEFFICIENTS 

TESTS -- 
1. 

2. TOTICE 5 0.7 AND D 5 0.7 

3.  D < 0 . 3  - A N D [ T B 3 7 v * l . 5 - T B l g v ]  > 1 2 0 . 0  

4.  T 8 3 7 v s 2 1 5 . 0  

5. D - < 0.15 OR [TB37H - 2 * TB37v + 270.01 2 WCUT 

6. T O T I C E c 0 . 5  - A N D D > O . l 5  



check between TOTICE and D. If TOTICE and D are both less than or equal 
to 0.7, additional testing is necessary to determine the influence of 
clouds and/or ocean roughness. These tests are identified as tests, 3, 
4, and 5 in the flow diagram. If TOTICE is greater than 0.7 or in the 
event the output of these tests results in TOTICE being less than or equal 
to 0.5 and D greater than 0.15 (test 61, then the effects of cloud and 
ocean roughness are unimportant and the algorithm recomputes TOTICE using 
only the 37V and 37H channels with Equation D of Table 1.13. This is done 
to take advantage of the higher resolution of the 37 GHz data and provides 
greater accuracy in determining the sea ice edge. (The highest resolution 
85 GHz channels are currently not employed in sea ice concentration 
retrievals. Under clear skies and calm ocean surface, the 85 GHz data 
offers the potential for determining sea ice edge to t6 km.) In the event 
clouds or ocean roughness is important, the previous value of TOTICE is 
used. Test 6 is followed by out-of-bounds checking of TOTICE and if 
TOTICE is less than 0.25 no ice type identification is made. If TOTICE 
is greater than or equal to 0.25, the ice type identifier TBI is computed 
with Equation E. If TBI is less than 238, the fraction of ice is 
predominately multi-year ice. Otherwise the fraction is predominately 
first-year. 

AES plans to continue the validation of the AES/YORK algorithm for 
another year to fine tune the algorithm using the best combination of 
observations available (from AIMR, SAR, infrared, etc.) and will make 
available these results and any improvements developed. The airborne 
imaging microwave radiometer (AIMR), operating at 37 and 90 GHz with dual 
polarization, will be the primary sensor used in this extended validation 
and to test possible improvements in the sea ice parameters with the 
introduction of higher frequency channels. Detailed analysis of major 
experimental data from (a) the NRL P-3 Gulf of St. Lawrence experiment 
(January 19881, (b) the BEPERS experiment in the Gulf of Bothnia (March 
19881, (c) LIMEX experiment in the Labrador Sea (March 1989), (d) the 
Polarstern experiment (April-July 1989) in the Arctic Ocean and East 
Greenland Sea, and (el the Polarstern experiment in the Weddell Sea 
(August-October 198912 should provide a more global evaluation of the ice 
algori thm. 

The following is the recommended midlatitude rain retrieval 
algorithm, including screening logic to test for the presence of rain. 

Screening Logic: 

If TBSV - TB85H < -2 K or 
T ~ 3 7 ~  - T837~ < -2 Or 
TBlSv - TBIgH < -2 K, then flag as indeterminate 



Else i f  SSM/I measurement is  over land,  then 

TBIQV < 4 K and 
T~gv)72  - (T~lg + Ts37J/2 > 4 K and 
T ~ , ~ ~  < - 3  K an3 
TngV < -5  K and 
T < -4  K and 
2 8  K, then compute r a i n  r a t e  over 1 and, 

Else r a i n  r a t e  = 0 mm/hr. 

Else i f  SSM/I measurement i s  over ocean, then 

I f  -11.7939 - .02727 TEST,, + .09920 TBSTH > 0 K, then 
Compute r a i n  r a t e  over ocean, 

Else r a i n  r a t e  = 0 mm/hr. 

Else SSM/I measurement i s  c o a s t a l ;  f l a g  as indeterminate .  

Algorithms: 

I f  a r a i n f a l l  r a t e  over land i s  t o  be computed, then use 

I f  a r a i n f a l l  r a t e  over ocean i s  t o  be computed, then use 

Al t e rna t ive ly ,  i f  t h e  85.5 GHz v e r t i c a l  channel i s  unusable, then 
over ocean apply 

I f  any of  these  formulae y i e l d  a r a i n f a l l  r a t e  less than zero,  then 
s e t  t he  r a i n  r a t e  equal t o  0 mm/hr. 

1.4.7 Cloud Amount 

I t  i s  concluded t h a t  t he  present  Hughes SSM/I cloud amount algo-  
rithms over land and snow backgrounds do not work. However, well 
developed convective clouds,  which contain a t h i c k  l aye r  of i c e  p a r t i c l e s ,  



have a s t rong  cold s igna tu re  a t  85 GHz over land and snow backgrounds, a s  
well a s  a l l  o t h e r  backgrounds, including ocean. Further  i f  t h e  land 
su r f ace  type can be r e l i a b l y  i d e n t i f i e d  and the  su r f ace  br ightness  
temperature determined, a cloud amount algorithm i s  f e a s i b l e .  Evidence 
t o  d a t e  i n d i c a t e s  t h a t  t h i s  i s  poss ib le .  Over oceanic backgrounds, a11 
cloud types ,  except f o r  cirrus and s t rong  convective c e l l s ,  have a warm 
s igna tu re  a t  37 and 85 GHz. A newly developed SSM/I cloud amount 
algori thm f o r  oceanic backgrounds [ 2 ]  r equ i r e s  va l ida t ion .  Thus t h e r e  i s  
po ten t i a l  f o r  developing a cloud amount algorithm. 

False co lo r  composite mul t i spec t ra l  imagery constructed from OLS 
and SSM/I d a t a  can be used t o  r ead i ly  d i s t i ngu i sh  several  cloud types.  
An example of such an image i s  shown i n  Figure 1.22. This image conta ins  
cloud information over t h e  Southern African land mass; a s  well a s ,  a b i t  
of  ocean south of t h e  land ,  f o r  January 14,  1988. I t  was generated on an 
AIMS image processing workstation a t  G L  by having t h e  OLS v i s i b l e  channel,  
IR channel,  and SSM/I ho r i zon ta l ly  polar ized 85 GHz channel d r i v e  t h e  red, 
green, and blue co lo r  guns, r e spec t ive ly .  The r e l a t i v e  s ignal  s t r eng th  
of t h e  individual  channels determine t h e  co lo r  seen i n  t h e  composite 
image. In t h e  African image over land backgrounds; c l e a r  a r eas  a r e  black; 
s t rong convect ive c e l l s  a r e  white and cyan; t h i c k  c i r r u s  clouds a r e  
yellow; t h i n  c i r r u s  clouds a r e  green;  and low a l t i t u d e  water clouds a r e  
red.  While over ocean backgrounds; c l e a r  a r eas  a r e  blue; t h i c k  c i r r u s  
and middle a l t i t u d e  water clouds a r e  yellow; t h i n  c i r r u s  clouds a r e  cyan; 
and low a l t i t u d e  water c louds a r e  red and magenta. 

SSM/I d a t a  could be used t o  improve the  AFGWC's (Air  Force Global 
Weather Cent ra l )  operat ional  automated cloud ana lys i s .  The cloud 
ana lys i s ,  known a s  t h e  RTNEPH (Real-Time Nephanalysis) produces global  
es t imates  of cloud cover,  a l t i t u d e ,  and type. I t s  main source of  da t a  i s  
the in f r a red  and v i s i b l e  d i g i t a l  imagery from t h e  DMSP OLS sensor .  
Knowledge of t h e  loca t ion  of  snow and i c e  backgrounds, as  well a s ,  
accura te  es t imat ion  of expected su r f ace  IR temperature f o r  c l e a r  
condi t ions  a r e  important f o r  t h e  RTNEPH ana lys i s .  The SSM/I i s  good a t  
snow and i c e  de t ec t ion  because of t h e  s t rong  microwave s igna tu re s  of  t hese  
sur faces .  Use of  t h i s  t imely and accurate  information in  t h e  RTNEPH cloud 
a n a l y s i s  would improve i t .  Savage e t  a1. [3] have found t h a t  t h e  expected 
su r f ace  IR br ightness  temperature f o r  c l e a r  condi t ions  over vegetated land 
backgrounds can be predic ted  from SSM/I br ightness  temperatures.  They 
be l ieve  p red ic t ions  a l s o  can be made over d e s e r t  backgrounds. Their  
technique i s  p o t e n t i a l l y  more accura te  than t h e  cu r r en t  technique of 
es t imat ing  t h e  expected sur face  IR temperature from su r face  r epo r t s  of a i r  
temperature, and thus incorporat ion of  t h e i r  technique i n t o  t h e  RTNEPH 
could p o t e n t i a l l y  improve i t .  

I t  i s  recommended t h a t  new cloud amount algorithms coupled with the  
land su r f ace  type i d e n t i f i c a t i o n  descr ibed in  Section 1.3.3 along with a 
new cloud amount algori thm over ocean be developed and t e s t e d .  
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2.0 INSTRUMENT DESCRIPTION 

2.1 OVERVIEW 

The SSM/I is a seven-channel , four-frequency, 1 inearly-polarized, 
passive microwave radiometric system. A more detailed description of the 
SSM/I and the Hughes environmental parameter retrieval algorithms, than 
given here, is available in the SSM/I User's Guide [ I ] .  The instrument 
consists of an offset parabolic reflector of dimensions 24 x 26 inches, 
fed by a corrugated, broad-band, seven-port horn antenna. The reflector 
and feed are mounted on a drum which contains the radiometers, digital 
data subsystem, mechanical scanning subsystem, and power subsystem. 
Figure 2.1 presents an overview of the major subsystems. The reflector- 
feed-drum assembly is rotated about the axis of the drum by a coaxially 
mounted bearing and power transfer assembly (BAPTA) . All data, commands, 
timing and telemetry signals, and power pass through the BAPTA on slip 
ring connectors to the rotating assembly. 

A small mirror and a hot reference absorber are mounted on the BAPTA 
and do not rotate with the drum assembly. They are positioned off axis 
such that they pass between the feed horn and the parabolic reflector, 
occulting the feed once each scan. The mirror reflects cold sky radiation 
into the feed thus serving, along with the hot reference absorber, as 
calibration references for the SSM/I. This scheme provides an overall 
absolute calibration which includes the feed horn. Corrections for 
spillover and antenna pattern effects from the parabolic reflector are 
incorporated in the data processing algorithms. 

The SSM/I rotates continuously about an axis parallel to the local 
spacecraft vertical at 31.6 rpm and measures the upwelling scene 
brightness temperatures over an angular sector of 102.4' about the sub- 
satellite track. The scan direction is from the left to the right when 
looking in the aft direction of the spacecraft with the active scene 
measurements lying +5l . Z O  about the aft direction. This results in a swath 
width of 1400 km. The spin rate provides a period of 1.9  seconds during 
which the spacecraft sub-satellite point travels 12.5 km. Each scan 128 
discrete uniformly spaced radiometric samples are taken at the two 85.5 
GHz channels and, on alternate scans, 64 discrete samples are taken at the 
remaining five lower frequency channels. 

A total -power radiometer configuration is employed in the SSM/I. 
A functional block diagram of a typical radiometer is shown in Figure 2.2.  
The signal from the output of the feedhorn is down-converted by a balanced 
mixer, amplified by I F  amplifiers, and converted to a video voltage with 
a square-law detector. The bandpass filter is used to define the receiver 
passband and to improve out-of-band rejection. The detected video signal 
is then amplified and offset to remove part of the component of receiver 
output due to receiver noise. The output of the video amplifier is 
integrated by an integrate and dump filter for 3.89 msec at 85.5 GHz and 
7.95 msec for the remaining channels and delivered to the data processing 
system. The time between radiometer output samples is 4.22 msec at 85.5 
GHz and is the same time required for the antenna beam to scan 12.5 km in 



Figure 2.1 Sensor Overview 

Figure 2.2 Radiometer Block Diagram 



the cross-track direction. The time between samples at the remaining 
frequencies is 8.44 msec. 

The data processor multiplexes the seven radiometer output signals 
with an analog multiplexer and samples and holds the signals before being 
digitized into 12-bit words. In addition, twelve channels are multiplexed 
with the radiometer data. These channels contain three hot target 
temperature measurements, two temperature sensor measurements within the 
radiometer, reference voltage, and reference return data. A micropro- 
cessor supervises instrument timing, control, and data buffering with the 
DMSP Operational Line Scanner (OLS) instrument which records all SSM/I 
data. The average data rate of the SSM/I including zeros required to 
match the OLS interface is 3276 bps. 

The SSM/I instrument is shown in the stowed position in Figure 2.3 
and deployed in Figure 2.4. The feedhorn antenna may be seen in Figure 
2.3 and the calibration reflector in Figure 2.4. The hot calibration 
target is hidden by the thermal blanket in both figures. Photographs of 
the feedhorn, calibration reflector, and hot target are presented in 
Figures 2.5 through 2.7. The SSM/I sensor weighs 107 lbs. A high speed 
momentum wheel weighing 16 lbs is mounted inside the spacecraft. The 
SSM/I system consumes 45 watts. 

2.2 SCAN GEOMETRY 

Figure 2.8 presents the instantaneous field of view (IFOV) of the 
SSM/I for the channel frequencies during the scan region of the scene 
sector. The ellipses denote projections of the antenna 3 dB beamwidths 
onto the earth's surface. The SSM/I spins about an axis parallel to the 
local spacecraft vertical unit vector, the X direction in Figure 2.8, at 
a rate of 31.6 rpm as the sub-satellite track moves along the - Y  direction 
at 6.58 km/sec. This results in a separation between successive scans of 
12.5 km along the in-track direction which is nearly equal to the 
resolution of the 85 GHz beams. On each scan 128 uniformly spaced samples 
of the 85.5 GHz scene data are taken over a 102.4 degree scan region. The 
sampling interval is 4.22 msec and equals the time for the beam to travel 
12.5 km in the cross track direction. Radiometer data at the remaining 
frequencies are sampled every other scan with 64 uniformly spaced samples 
having an 8.44 msec interval. Scan A denotes scans in which all channels 
are sampled while Scan 8 denotes scans in which only 85.5 GHz data are 
taken. The start and stop times of the integrate and dump filters at 
19.35, 22.235, and 37.0 GHz are selected to maximize the radiometer 
integration time and achieve concentric beams for all sampled data. 
Figure 2.9 presents the beam sizes and sampling grid for a region near the 
ground track of the sub-satellite point and near the edge of the swath. 
The effect of the radiometer integration times is to increase the 
effective along scan beam diameter and make the beams at 3 7  and 85 GHz 
nearly circular. Note the greater overlapping of beams near the edge of 
the swath. 



F i g u r e  2.3 SSM/I i n  Stowed P o s i t i o n  
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Figure 2.4 SSM/I in Deployed Position 
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Figure 2.6 SSM/I  Cold Sky Calibration Reflector 
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~ i ~ u r e  2.8 SSM11 Scan Geometry 





2.3 ANTENNA BEAM CHARACTERISTICS 

Table 2.1 presents measurements of t h e  IFOV 3-dB beamwidths o f  t h e  
secondary r a d i a t i o n  pa t t e rns  as a f u n c t i o n  o f  channel f requency and 
p o l a r i z a t i o n  f o r  SSM/I. The data apply  t o  Sensor S/N 002 and a re  based 
on antenna p a t t e r n  measurements which have been averaged over  t h e  RF 
passbands. S i m i l a r  beamwidths apply  t o  o the r  sensor s e r i a l  numbers. 
Since t h e  radiometer integrate-and-dump f i l t e r  i n t e g r a t e s  t h e  i n s t a n -  
taneous rad iometer  output  over 3.89 msec a t  85.5 GHz and 7.95 msec a t  t h e  
remaining channels, an e f f e c t i v e  f i e l d  o f  view (EFOV) may be de f i ned  f o r  
each sampled radiometer b r igh tness  temperature which takes t h e  i n t e g r a t i o n  
t ime  i n t o  account. (As noted e a r l i e r ,  t h e  t ime between samples i s  4.22 
msec f o r  85 GHz and 8.44 msec f o r  19/22/37 GHz channels which inc ludes  
bo th  t h e  i n t e g r a t i o n  t ime and t ime t o  sample and dump t h e  data. )  The EFOV 
i s  s i g n i f i c a n t l y  l a r g e r  than the  IFOV i n  t h e  c ross - t rack  d i r e c t i o n  (or ,  
H-pl  ane d i r e c t i o n )  and e s s e n t i a l l y  t h e  same i n  t h e  a long - t rack  d i r e c t i o n .  
Table 2.1 presents t h e  EFOV 3-dB beamwidths nex t  t o  t h e  IFOV beamwidths. 
A lso shown are t he  a long- t rack  and c ross - t rack  dimensions o f  t h e  EFOV 
beamwidths when p ro jec ted  onto t h e  ear th 's  surface. 

Table 2.1 

SSM/ I  Antenna Beamwidths 
(S/N 002) 

Channel 
Frequency 

(&Hz) 
Cross- 

Pol.  I F  Pass- 
V/H Band 

(MHz) 

Beamwidth (Deg) EFOV on Earth 
E-Plane H-Plane H-Plane Surface (km) 
I FOV I FOV EFOV A1 ong - 

Track Track 

Another impor tan t  antenna performance parameter i s  t h e  main beam 
e f f i c i e n c y  and i s  de f ined  as t h e  percentage o f  energy received w i t h i n  t h e  
main beam o f  t h e  f a r - f i e l d  r a d i a t i o n  p a t t e r n  i n  t h e  des i red  p o l a r i z a t i o n  
w i t h i n  t h e  p rescr ibed  bandwidth t o  t h e  t o t a l  energy received. The f a r -  
f i e l d  antenna p a t t e r n  i s  t h e  combination o f  t h e  r a d i a t i o n  pa t t e rns  o f  t h e  
feedhorn antenna and the  pa rabo l i c  r e f l e c t o r  antenna. Table 2.2 presents 
antenna beam e f f i c i e n c i e s  as a f u n c t i o n  o f  channel f requency and 
p o l a r i z a t i o n  f o r  inst rument  S/N 002. The data are based on antenna range 
measurements of both t he  feedhorn pa t t e rns  and t h e  r a d i a t i o n  pa t t e rns  from 
t h e  r e f l e c t o r .  The antenna s ide lobe column denotes t h e  percentage energy 



ly ing  ou t s ide  2.5 t imes t h e  3-dB beamwidth of the f a r - f i e l d  p a t t e r n  when 
normalized t o  t h e  sum of  t h e  co- and c ros s -po la r i za t ion  energ ies .  The 
cross-pol  a r i z a t i o n  col umn i s  t h e  percentage of  cross-pol  a r ized  energy 
appearing a t  t h e  output of  t h e  feedhorn and includes con t r ibu t ions  from 
both t h e  r e f l e c t o r  and feedhorn. The feedhorn s p i l l o v e r  f a c t o r  r e f e r s  t o  
t he  l o s s  of  t h e  energy i n  t h e  f a r - f i e l d  pa t t e rn  not in te rcepted  by t h e  
r e f l e c t o r .  Thus t h e  feedhorn s p i l l o v e r  l o s s  i s  a m u l t i p l i c a t i v e  f a c t o r  
in  t h e  computation of beam e f f i c i e n c y .  S l i g h t l y  d i f f e r e n t  values of 
s ide lobe  and c ros s -po la r i za t ion  energ ies  occur f o r  t he  o the r  sensor  s e r i a l  
numbers with beam e f f i c i e n c i e s  a11 g r e a t e r  than 90%. The beam e f f i c i e n -  
c i e s  i n  t h e  t a b l e  may be improved with an antenna pa t t e rn  co r r ec t ion  
algorithm and i s  discussed i n  Section 3.1. 

Channel Pol. 
Frequency V/H 

(GHz) 

Table 2.2 

SSM/I Beam Ef f i c i enc i e s  
(S/N 002) 

Antenna Cross- 
Sidelobe Polar iza t ion  

(%I (%I 

Feedhorn Beam 
Sp i l l ove r  Efficiency 
Factor (%) 

Although not  shown i n  Table 2.2,  t h e  l o s s  in  beam e f f i c i e n c y  due t o  
small s c a l e  su r f ace  roughness of  t h e  r e f l e c t o r  su r f ace  i s  very small a t  
a l l  f requencies .  The rms sur face  roughness i s  l e s s  than 1.0 mi ls ,  and 
t r a n s l a t e s  t o  a l o s s  of 0.8% a t  85.5 GHz and l e s s  than 0.15% a t  t h e  
remaining frequencies .  
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3 . 0  RADIOMETRIC CALIBRATION DESCRIPTION 

3.1 INTRODUCTION 

The absolu te  br ightness  temperature of t h e  scene (Tg) inc ident  upon 
t h e  antenna i s  received and s p a t i a l l y  f i l t e r e d  by t h e  antenna t o  produce 
an e f f e c t i v e  input  s ignal  o r  antenna temperature (Ti) a t  t h e  input  of  t h e  
feedhorn antenna. Sect ion 3.2 presents  t h e  overa l l  radiometer c a l i b r a t i o n  
algori thm used t o  convert t he  measured output  o f  t h e  A/D conver te r  i n t o  
absolu te ly  c a l i b r a t e d  antenna temperatures which a r e  contained i n  t h e  
temperature d a t a  record (TDR) f i l e .  To obta in  an es t imate  of  T, from T 
i t  i s  necessary t o  apply an antenna p a t t e r n  co r r ec t ion  (APC) t o  c o r r e c t  
f o r  spurious energy received in  t h e  antenna s i d e  lobes ,  c ros s -po la r i za t ion  
coupling and feedhorn s p i l l o v e r  l o s s .  The es t imates  of  t h e  main-beam 
br ightness  temperature derived from T using t h e  APC a r e  contained in  t h e  
sensor  d a t a  record (SDR) f i l e .  The APC algori thm i s  discussed i n  Sect ion 
3 . 3 .  

3 .2  ANTENNA TEMPERATURE CALIBRATION 

The antenna temperature of  t h e  SSM/I i s  c a l i b r a t e d  each scan from 
the  input  t o  t h e  feedhorn through the  output of  t h e  A/D conver te r .  This 
i s  accomplished by passing the  feedhorn beneath two f ixed  c a l i b r a t i o n  
re ference  t a r g e t s :  a hot-load black-body r a d i a t o r  a t  a nominal tempera- 
t u r e  of 250K and a small c a l i b r a t i o n  r e f l e c t o r  which r e f l e c t s  t h e  cold 
cosmic background r ad ia t ion  of  3K i n t o  t h e  feedhorn f ie ld-of -v iew.  The 
c a l i b r a t i o n  e r r o r  of  t he  hot load was determined pre-launch by comparison 
with a va r i ab l e  prec is ion  c a l i b r a t i o n  re ference  t a r g e t  over a range of 
100K t o  375K during thermal vacuum c a l i b r a t i o n .  These t e s t s  show the  
e r r o r  of  t he  i n - o r b i t  hot load t o  be 50.05K rms with no systematic  
c a l i b r a t i o n  e r r o r  de t ec t ab le .  

The radiometr ic  temperature of t h e  cosmic background i s  cons i s t en t  
with a blackbody r a d i a t o r  a t  3.0Â°K The SSM/I c a l i b r a t i o n  r e f l e c t o r  i s  
designed t o  r e f l e c t  t h e  cold cosmic background i n t o  t h e  feedhorn and 
minimize the poss ib le  recept ion of  extraneous energy from the  spacec ra f t ,  
t h e  e a r t h ,  and o ther  undesired sources of r a d i a t i o n .  An a n a l y s i s  of  t he  
c a l i b r a t i o n  r e f l e c t o r  antenna pa t t e rns  when t h e  SSM/I i s  i n  t h e  c a l i b r a -  
t i o n  pos i t i on  revea ls  t h a t  t he  recept ion of e a r t h  and spacecraf t  r ad i a t ion  
i s  extremely smal l ;  l e s s  than a few t en ths  of  a degree. Figure 3 . 1  shows 
the  broadest  c a l i b r a t i o n  antenna pa t t e rns  which occur a t  1 9 . 3 5  GHz. Note 
t h a t  e s s e n t i a l l y  a11 of  the  antenna pa t t e rn  energy l i e s  within -28' of 
bores ight ,  except f o r  t h e  feedhorn s p i l l o v e r  energy. The s p i l l o v e r  energy 
views t h e  cosmic background s ince  the  SSM/I i s  loca ted  on top  of t he  
spacec ra f t  and s ince  the  c a l i b r a t i o n  r e f l e c t o r  completely occu l t s  t he  
primary r e f l e c t o r  during the  c a l i b r a t i o n  measurements. Thus i t  i s  
bel ieved t h a t  t h e  SSM/I c a l i b r a t i o n  r e f l e c t o r  provides a c l e a r  view of t he  
cosmic background t o  t he  feedhorn and hence provides a highly accura te  
blackbody c a l i b r a t i o n  re ference  a t  3.0QK. 

A t  measurement temperatures equal t o  t h e  hot  load and cosmic 
background c a l i b r a t i o n  re ferences ,  t h e  c a l i b r a t i o n  unce r t a in ty  i s  simply 



Figure 3 . 1  Antenna Patterns of E and H Plane of Cold Calibration 
Reflector a t  19.35 GHz Vertical Polarization 
(.- Co, ---- Cross Pol ) 



the accuracy of the reference. At intermediate temperatures, radiometer 
nonlinearity and calibration reference temperature errors contribute to 
the total uncertainty with the errors weighted according to the tempera- 
ture difference between the input and the calibration references. These 
errors are included in the total system calibration accuracy results 
obtained during the thermal vacuum calibration tests. A linear function 
is used to model the radiometer transfer function which relate the 
digitized output voltage to the temperature incident at the feedhorn. 
Based on thermal/vacuum cal i brati on measurements, this model results in 
a maximum radiometer error less than Â±1K (Reference [I], pages 35-37). 
Letting V and Vc denote the A/D output voltages associated with viewing 
the hot-load and cosmic background brightness temperatures, then the 
brightness temperature of the scene incident at the feedhorn T, is 
expressed in terms of the measured output voltage Vs at time t by 

where 

VH = 

Vc = 

TH = 

TC = 

estimate of the radiometer calibration voltage of the hot-load 
at time t which is based on the set of measured hot-load 
calibration voltages 

estimate of the radiometer calibration voltage of the cosmic 
background at time t which is based on the set of measured 
cosmic-background calibration voltages. 

estimate of the effective brightness temperature of the hot- 
load at time t from the set of measured temperatures of the 
hot-load. 

estimate of the effective brightness temperature seen by the 
feedhorn when viewing the calibration reflector. 

The bar on Ve denote the time average over the radiometer integration time. 
Figure 3.2 presents a time series of calibration and scene voltages that 
occur each scan. 

Five samples of VH, and VQ (i = 1, ... 5) are taken each scan and 
averaged to reduce the sensor noise in the estimates V,, and Vr 



Radiometer 
Output Voltage 

r - Radiometer i n t e g r a t i o n  times: 

3.89 msec a t  85 GHz 

7 . 9 5  msec a t  19/22/37 GHz 

tc - Cal ib ra t ion  pe r iod  1.9 s e c  

Vp - Cal ib ra t ion  vol tage  of  cosmic background 

VH - Cal ib ra t ion  vo l t age  o f  ho t  load 

t c l  - Time from s t a r t  o f  scene vol tages  t o  co ld  c a l i b r a t i o n  

0.925 s e c  (175 Deg r o t a t i o n )  

ty2 - Time from s t a r t  of  scene vo l t ages  t o  h o t  ca l i .b ra t ion  

1.376 sec  (260 Deg r o t a t i o n )  

f ' ~  - Ef fec t ive  radiometr ic  temperature o f  co ld  c a l i b r a t i o n  t a r g e t  

tH - Ef fec t ive  radiometr ic  temperature of  ho t  c a l i b r a t i o n  targec 

Figure 3.2 Sequence of Calibration and Scene Measurements 
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Three high resolution temperature sensors are used to estimate the 
average surface temperature of the hot-load 

where x i s  either 1 or 0 depending on whether the temperature sensor is 
functioning properly or not. This temperature is used for all frequencies 
and polarizations. 

To account for radiative coupling between the hot-load and the top 
plate of the rotating drum assembly which faces the hot-load when not 
being viewed during calibration, a correction is applied to the average 
hot-load temperature TH 

where. 
TH = effective hot-load temperature 
a = empirical correction determined from thermal- 

vacuum calibration 
Tp = temperature of the plate facing the hot-load. 

Based on calibration data taken during thermal-vacuum testing a = 0.01 
A temperature sensor measures Tn. 

The effective radiometric temperature of the cosmic background seen 
by the feedhorn when viewing the calibration reflector may be expressed 
as 

where G is the far-field antenna power pattern which weights the angular 
distribution of the brightness temperature T ,  incident in direction k' 
on the antenna (reflection and feedhorn) when the antenna is pointed in 
direction k. As noted earlier by appropriate design of the calibration 
reflector and selectjon of calibration regions, TlnC = Tco mlc where T ~ ~ ~ m ~ ~  
is the radiometric temperature of the cosmic background w h c h  is consis- 
tent with a blackbody radiator at 3.0Â°K Analysis of the antenna pattern, 
G, shows that the effects of energy received from the spacecraft and earth 
are extremely small, less than 0.1 - 0.2K. Thus, T may be determined 
solely on the basis of the radiometer temperature of the cosmic back- 
ground: 
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The values presented i nc lude  a  c o r r e c t i o n  t o  t h e  Rayleigh-Jeans approxima- 
t i o n  which becomes impor tant  f o r  very  c o l d  r a d i a t o r s  a t  mm-wave frequen- 
c i es .  

The c a l i b r a t i o n  parameters Tu, V,,, Vr a re  up-dated each scan t o  
compute t h e  scene br igh tness  temperatures TA be fo re  t h e  nex t  c a l i b r a t i o n  
occurs. Since, as shown i n  Sect ion 4, t h e  radiometers e x h i b i t  extremely 
good s t a b i l i t y  over  a  number o f  c a l i b r a t i o n  data sets, i t  i s  poss ib le  t o  
average T  Vu, and Vp over  many scans t o  reduce t h e  e f f e c t s  o f  sensor 
no ise.  ~ h \ s  i s  n o t  done a t  present  bu t  i s  discussed i n  Sect ion 4 and a  
recommendation i s  made t o  increase t h e  number o f  scans i n  t h e  average f o r  
t h i s  sensor and those launched i n  t h e  f u tu re .  

3.3 ANTENNA PATTERN CORRECTION 

3.3.1 Backaround 

The antenna temperature T, ( i  .e. t he  TDR o f  Sect ion 3.2) may be 
expressed i n  terms o f  an i n t e g r a l  o f  t he  scene br igh tness  temperature 
d i s t r i b u t i o n  Tc i n c i d e n t  on t h e  antenna r e f l e c t o r  and t h e  e f f e c t i v e  co- 
and c ross -po la r i zed  f a r - f i e l d  antenna power pa t te rns .  For channel cen te r  
frequency, v ,  p o l a r i z a t i o n ,  p, and w i t h  t h e  antenna po in ted  i n  d i r e c t i o n  
k, T, may be w r i t t e n  as 

where Gp (k,kl) i s  t h e  e f f e c t i v e  f a r - f i e l d  antenna power p a t t e r n  which 
weights %he angular d i s t r i b u t i o n  o f  t h e  b r igh tness  temperature i n c i d e n t  
i n  d i r e c t i o n  k '  i n  p o l a r i z a t i o n  q  when the  antenna i s  po in ted  i n  d i r e c t i o n  k  
and measuring p o l a r i z a t i o n  p. 

The te rm e f f e c t i v e  i d e n t i f i e s  t h e  f a c t  t h a t  t h e  e f f e c t s  of t he  
radiometer i n t e g r a t e  and dump low pass f i l t e r  are inc luded i n  G .  As 
noted e a r l i e r  t h e  f i l t e r  widens t h e  beam i n  t h e  along scan d i r e c t i o n  and 
leaves t h e  beam e s s e n t i a l l y  una l te red  i n  t he  along t r a c k  d i r e c t i o n .  

The v e r t i c a l  o r  ho r i zon ta l  p o l a r i z a t i o n s  as measured on an antenna 
range are n o t  t h e  same as t h e  l o c a l  v e r t i c a l  and ho r i zon ta l  p o l a r i z a t i o n s  
on t h e  ea r th ' s  sur face over t h e  antenna f i e l d  o f  view. For narrow antenna 
beams such as t h e  SSM/I ,  they may be considered t o  be t he  same t o  an 
excel l e n t  approximat ion. 



The feedhorn spillover factor q  is defined by the fraction of 
energy received from the reflector in polarization p to the total energy 
received by the feedhorn. For clarity the dependence of G ,  T , q ,  and 
TA on the channel center frequency is not shown but it should be under- 
stood that G and q  are averaged over the receiver passband. 

Figure 3.3 presents the geometry of the integration variables: the 
angular integration d(1' is taken over the earth field of view and Tcos ,c 
is the brightness temperature of the cosmic background. When p = q, tPp 
is the defined as the co-polarized patterns (i .e., G,, , Ĝ) and, when p#q, 
G is defined as the cross-polarization patterns (i.e., GVh, Gh). In 
practice, G and r+, are determined from antenna pattern measurements over 
471 steradians on an antenna range. q is essentially the integrated 
feedhorn pattern over the solid angle subtended by the reflector. 

Proper normalization requires for p = v or h polarizations: 

a n ' [ ~ , . ( f  , K ) + G ~ ~ ( E , E ' ) ] =  .;, 
Earth 

The above expression for TA assumes that the time variation of the 
scene brightness temperature over the integration time T is negligible 
and is a valid approximation for the SSM/I .  

In principle, the accuracy of the scene brightness temperatures 
incident on the reflector T may be improved by making antenna pattern 
corrections (APC). These corrections are intended to remove the effects 
of: 

(a) Feedhorn spillover loss qp 
(b) Cross-polarization coupling GPq (p # q) 
(c) Sidelobes contributions of G .  

For convenience corrections (a) and (b) are denoted as Level 1 and 
correction (c) as Level 2. Level 1 corrections are applied first to TA 
and can be inverted, if desired, to obtain the original temperatures TA. 
In general, Level 2 corrections cannot be inverted and usually require 
significantly more data processing than Level 1. 

In addition, the benefits of Level 2 corrections are considerably 
more difficult to evaluate since, as will be discussed below, they depend 
on the spatial variations of T3 over the sidelobe regions of G . Each of 
the corrections are discussed separately be1 ow. For clarity t%e correc- 
tions are presented for the vertical polarization p = v. Similar results 
apply for p = h. 



r 
cosmic 

x 

-" % 
6 58  KMISEC 
VELOCITY 

Ground 
Track 

^ 
Nt 

Â¥* -. 
Â¥S -. 

Antenna 
Foresight 

where 

;;_ = Feedhorn spillover factor 
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Ts - Scene brightness temperature incident on antenna 
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Figure 3.3 Geometry for Antenna Temperature Definition 



3.3.2 Level 1 Corrections 

Based on the antenna pattern measurements and the expression for T,, 
the correction for feedhorn spillover loss and cross-polarization coupling 
is written as 

where f (v,k) and T,(h,k) are the antenna temperatures (i .e. TDRs) for the 
vertical and horizontal polarizations for antenna boresight direction k. 
The justification for this algorithm is based on the fact that the 
spillover factor q is essentially the same for the v- and h-polarization 
at each frequency and that the cross polarization coupling occurs pri- 
marily within the mainbeam of G Note that the term b includes 
contributions from all sources. Tiso note that the form of the correc- 
tion uses the fact that q is close to unity for all channels and hence 
the cosmic background contribution may be neglected. 

Since the horizontally polarized brightness temperature is not 
measured for the 22.235 GHz channel, it is estimated using the horizon- 
tally polarized temperature at 19.35 GHz: 

This re1 ationship is derived by correlating simulated radiometer 
data at the two channels for a wide range of environmental conditions over 
land, sea, and ice surfaces. 

The antenna pattern portion of b is a measure of the integrated 
cross polarized coupling for the v-polarization and is selected on the 
basis of eliminating the cross-polarization coup1 ing when the vertical and 
horizontal scene temperatures are uniform but not necessarily equal over 
the antenna field-of-view. 

Based on antenna range measurements and computations to account for 
the action of the radiometer integrate and dump low pass filter Table 3 .1  
presents q and b for the SSM/I instrument S/N 002 currently in orbit on 
the DMSP F-8 sate? 1 i te. 

The accuracy of the algorithm to remove cross polarization coupling 
depends on the spatial variability of the incident cross-polarized scene 
brightness temperature. For a temperature distribution essentially 
uniform over the main beam, the correction is extremely accurate. The 



accuracy degrades slightly in the event significant cross-polarized 
variations occur within the main beam. 

Table 3.1 Coefficients for Feedhorn Spillover and Cross 
Polarization Coupling Corrections (S/N 002) 

Center 
Frequency Polarization 
(GHz) p = v/h 

The accuracy of the algorithm to remove the feedhorn spillover loss 
depends on the accuracy of the spillover loss factor r f  which i s  currently 
obtained by integrating the feedhorn antenna pattern over the solid angle 
subtended by the reflector. Accurate knowledge of r f  is important since 
a 1% error in r f  can result in a 2 O K  error in the estimate of Ts. 

3.3.3 Level 2 Correction 

The task of attempting to improve the spatial resolution of Gpp,  
i.e., correcting for the imperfect spatial filtering of the antenna, or, 
more generally of inverting the integral relation between measured T, and 
the up-welling scene temperature T contains mathematical features common 
to a large number of remote sensing problems. In particular the problem 
may be shown to be mathematically equivalent to the problem of inverting 
microwave or infrared measurements to obtain atmospheric temperature 
profiles in remote sounding data [2].  A great deal of 1 iterature publish- 
ed on the latter subject has shown that it is not desirable to attempt to 
obtain fine details in the sounding because of amplification of noise in 
the sensor data. This arises from the numerical instability of the 
Fredholm integral equation of the first kind which must be solved and the 
attendant amp1 ification of errors that occurs in the inversion process. 

In view of this situation, it is desirable to restrict the Level 2 
algorithm for the SSM/I which minimizes the antenna sidelobe energy 
contributions outside the main beam and, if possible, not significantly 
alter the antenna pattern within the mainbeam. To this end, the Level 2 
algorithm considered herein estimates the average scene brightness 
temperature over the main beam weighted by the antenna gain. Other 



estimates, such as the true spatial average over the main beam, could be 
used but the discontinuity at the edge of the main beam introduces 
significant amp1 ification of sensor noise. 

The current Level 2 algorithm is expressed as a linear combination 
of antenna temperature measurements TA in the immediate vicinity of the 
measured antenna temperature to be corrected. Other approaches for Level 
2 corrections have been investigated [3 ] - [6]  but require extensive data 
processing, which is not available for the SSM/I, to achieve only modest 
improvements in TA. The restriction of antenna temperature samples to a 
small region surrounding the temperature to be corrected is not severe 
since, as shown by the antenna pattern measurements, essentially alT of 
the sidelobe energies lies within the region defined by the set of 5 x 5 
neighboring samples of brightness temperature surrounding the temperature 
to be corrected. 

To reduce energy contributions in the sidelobes, antenna temperature 
samples are selected which 1 ie outside the main beam. Furthermore, since 
the spatial samples of brightness temperature overlap at the 3-dB points 
(except at 19.35 and 22.235 GHz), the samples in the algorithm are 
separated by approximately one sample to avoid significant overlapping of 
the main beams of the measurement samples. 

The current SSM/I Level 2 APC software module permits a maximum of 
four antenna temperature samples to be employed in a 5 x 5 matrix of 
neighboring samples and the selection may be changed in five angular 
sections across the scan as shown in Figure 3.4. Following the rationale 
discussed above, Figure 3.5 shows a reasonable selection of antenna 
temperature samples which may be used in the Level 2 APC as shaded for 
several positions across the scan for the 85 GHz channels. The circles 
indicate 3 dB contours. A similar geometry applies to the 37 GHz chan- 
nel s. 

Due to the extremely high beam efficiencies achieved for the 19.35 
and 22.235 GHz antenna patterns, little change occurs in the antenna 
temperature when performing Level 2 corrections at these frequencies. In 
view of this fact Level 2 corrections are not performed for these chan- 
nels. The improvement in main beam efficiency is incorporated into the 
Level 1 correction which uses only the co- and cross-polarized central 
measurement samples. 

To determine the relative merit of the Level 2 APC for 37 and 85 GHz 
channels the APC is written as 

where k define the antenna bore-sight directions for the shaded beams in 
Figure 3.5. 
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The s e l e c t i o n  o f  t h e  we igh t ing  c o e f f i c i e n t s  an depends on t h e  s p a t i a l  
d i s t r i b u t i o n  o f  energy l y i n g  ou ts i de  t h e  mainbeam. Qua1 i t a t i v e l y ,  a- i s  
a  measure o f  t he  s ide lobe  energy l y i n g  w i t h i n  t h e  angular r eg ion  de f ined  
by t h e  mainbeam o f  t h e  samples se lec ted  i n  F igure  3.4. More p r e c i s e l y ,  
t h e  s e t  a  may be determined by s o l v i n g  t h e  system o f  equat ions which 
requ i res  t%e min imiza t ion  o f  t h e  i n t e g r a l  

where 

MB = angular r eg ion  de f ined  by t h e  main beam. 

As noted e a r l i e r  t h e  main beam i s  de f ined  by 2.5 t imes t h e  3 db beamwidth. 

The c o e f f i c i e n t  a  i s  determined by n o t i n g  t h a t  proper  normal iza t ion  
requ i res  

Table 3.2 presents computations o f  c o e f f i c i e n t s  { a }  which minimize 
t h e  above i n t e g r a l  over E f o r  t he  se t  o f  shaded p i x e l s  shown i n  F igure  
3.5. Resul ts  are shown f o r  bo th  p o l a r i z a t i o n  a t  37 and 85 GHz. The scan 
reg ions are i d e n t i f i e d  i n  F igure 3.4. 

To t e s t  t h e  e f f ec t i veness  o f  t h e  c u r r e n t  Level 2 c o r r e c t i o n  a lgo-  
r i t h m  a s imulated b r igh tness  temperature map was generated a t  37 and 85 
GHz us ing  a scaled NOAA AVHRR I R  image over t he  eas te rn  coast  o f  t h e  
Uni ted States.  The SSM/I antenna pa t te rns  were convolved w i t h  t h e  I R  
image i n  a scan geometry i d e n t i c a l  t o  t he  SSM/I. Although t h e  s imulated 
37 and 85 GHz images cannot be expected t o  con ta in  r e a l  responses t o  
environmental cond i t ions ,  they do p rov ide  a means t o  t e s t  t h e  e f f e c t i v e -  
ness o f  t h e  cu r ren t  Level 2 APC. I n  p a r t i c u l a r  t h e  sharp con t ras t  o f  t h e  
I R  land-water  boundary a l lows a s t r i n g e n t  t e s t  o f  t he  Level 2  c o r r e c t i o n .  
Fur ther  d e s c r i p t i o n  o f  t h e  simulated images and general d iscuss ion  o f  t h e  
APC problem f o r  t h e  SSM/I are a v a i l a b l e  upon request.  

The e f f ec t i veness  o f  t h e  cu r ren t  Level 2 APC may be viewed by 
comparing t h e  r e s u l t a n t  APC cor rec ted  image w i t h  a s imulated image i n  
which t h e  antenna p a t t e r n  used t o  convolve w i t h  t h e  I R  image has a11 
s ide lobe energy removed. I f  the  cu r ren t  Level 2 APC d i d  i t s  j o b  p e r f e c t -  
l y ,  t he  cor rec ted  image would be i d e n t i c a l  t o  t he  image generated w i t h  
antenna pa t te rns  having no s ide lobe energy. Two e r r o r s  may be def ined:  



Table 3.2 
Coefficients for Level 2 APC (See Figure 3.4 for Scan Regions) 

Scan Region 5: 125 < n < 128 
Scan Line 
Samule No. 

Freq. Pol an 
(GHz) 
37 V 1.0327 

Scan Region 4: 96 < n < 125 
Scan Line 
Sample No. 

Scan Region 3: 32 < n < 96 
Scan Line 
Sample No. 

Same coefficients as Scan Region 2 

Scan Region 2: 3 5 n < 32 

Scan Line 
Sample No. 

Same coefficients as Scan Region 2 

Scan Region 1: 1 5 n < 3 

Scan Line 
Sample No. 



(1) Tg (APC corrected image) - Ta (image with no sidelobe energy) 

(2) Tg (uncorrected image) - Tg (image with no sidelobe energy) 

Error (1) defines the difference between the brightness temperature 
resulting from an application of the current Level 2 APC and the bright- 
ness temperature associated with a "perfect" antenna pattern having no 
sidelobe energy outside the mainbeam. Error (2) defines the difference 
between the original brightness temperature without any APC and the 
brightness temperature having the "perfect" pattern. 

A comparison of errors (1) and (2) provide a measure of the effec- 
tiveness of the Level 2 APC. Figures 3.6 and 3.7 present histograms of 
errors (1) and (2) for Port 5 (37 GHz V-pol) and Port 7 (85 GHz V-pol). 
The solid line corresponds to error (1) and the dashed line to error (2). 
The upper histograms in the figures apply to the open ocean where the 
radiometric variation in the simulated images occur over distances that 
are large in comparison with the antenna beamwidth. The bottom histograms 
apply to the transition region associated with land/water boundaries. 

The results presented in both figures show in the majority of cases 
the Level 2 APC offers an improvement in the absolute brightness tempera- 
ture of the simulated image. However at the same time numerous occasions 
appear in which the APC actually degrades the radiometric image. This 
interesting result is apparent in both the transition regions and in the 
open ocean and suggests that caution must be exercised in applying the 
current Level 2 APC to SSM/I data. Since the APC coefficients are 
extremely small, the corrections introduced by the current APC are 
reasonably small (< 1/2 K). At coastal boundaries however the magnitude 
of the correction can reach 6 K and unfortunately does not always repre- 
sent an improvement in the brightness temperature. Clearly further effort 
is needed to select a suitable Level 2 APC to improve the accuracy of the 
SSM/I data near coastal boundaries. 

3.3.4 Antenna Pattern Matching 

A third level antenna pattern correction may be envisioned which 
would attempt to match the higher resolution beams, e.g.,  at 85 GHz, to 
the lower resolution beams, e.g., at 19.35, 22.235, or 37 GHz. This level 
would be applied to the scene brightness temperatures estimated from the 
Level 1 and Level 2 APC algorithms presented above. This correction may 
be viewed in terms of a spatial filter which smoothes the higher resolu- 
tion sampled brightness temperatures to a level commensurate with the 
1 ower resolution data. 

One of the simplest filters is to numerically average the set of 
brightness temperatures whose boresights lie within the coarser 3-dB beam 
cell. This estimate of the average brightness temperature at 85 GHz over 
a beam cell that is comparable to the 37 GHz beam may be improved upon 
using the theory developed by Stogryn [3]. In short this approach permits 
the determination of a set of coefficients (c} which are optimum in the 
sense that 
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i s  minimized. The higher resolution antenna patterns a t  frequency v have f boresights defined by vectors kn,  n = l ,  .., N. . The lower reso .ution 
antenna pattern a t  frequency u , ,  has boresight a t  k.  Once the  s e t  ( k )  i s  
selected, i t  i s  straightforward t o  solve for  the s e t  of coefficients {cn) 
which minimizes the  above integral .  A constraint  i s  need to  insure proper 
normalization of resu l t s  

To demonstrate the efficacy of t h i s  approach t o  data smoothing, 
computations were made t o  determine the s e t  of coeff ic ients  of a 3 x 3 
matrix of 37 GHz pixels surrounding a 19 GHz pixel .  Figure 3.8 presents 
the 19 GHz antenna pattern along with the resul tant  smoothed 37 GHz 
pattern defined by the sum 

Computations were made for  a scan region near the SSM/I ground-track 
and the resu l t s  are presented in terms of distance on the surface of the 
ear th .  Note tha t  the smoothed 37 GHz patterns are in remarkably good 
agreement with the 19 GHz patterns w i t h  the exception of the  region where 
the antenna pattern i s  30 rib below the maximum gain. Similar resu l t s  were 
obtained for  the intercardinal pattern cuts in t h i s  example. The values 
of the  coefficients ( c }  varies somewhat across the SSM/I scan, but, in 
a11 cases studied using a t  l e a s t  a 3 x 3 array, the resultant  smoothed 
patterns are similar t o  those of Figure 3.8. 

Similar computations were made t o  smooth the  85 GHz data t o  the 
resolution of the 37 GHz data. In t h i s  case a 5 x 5 array of 85 GHz 
pixels surrounding a 37 GHz pixel near the ground track was used. Figure 
3.9 presents the 37 GHz antenna pattern and the resultant  smoothed 85 GHz 
pattern. Again, good agreement occurs in the H-Plane cut ( i  . e .  in the 
along scan direct ion)  but appreciable disagreement occurs in the E-Plane 
cut ( i . e . ,  in the along track direct ion)  when the pattern power l i e s  7 dB 
below the peak. Since the other patterns ( i . e .  the intercardinal cuts)  
gave resu l t s  which closely resembled the resu l t s  of the H-Plane cut, the 
disagreement in the single E-Plane cut i s  not expected t o  introduce an 
appreciable effect  in t h e  smoothed brightness temperature data.  As in the 
case of matching the 37 GHz data t o  the 19 GHz data,  the values of the 
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c o e f f i c i e n t s  o f  a  5 x  5  a r ray  o f  85 GHz data vary across t he  S S M / I  scan. 
The r e s u l t i n g  smoothed pa t te rns  d i s p l a y  good agreement w i t h  37 GHz p a t t e r n  
i n  a11 reg ions  across t h e  SSM/ I  swath. 

Antenna p a t t e r n  matching i s  no t  c u r r e n t l y  being exerc ised i n  t h e  
est imate o f  SSM/I scene br igh tness  temperatures. This  process may be 
performed w i t h  a  m o d i f i c a t i o n  t o  t he  cu r ren t  SSM/I SDR software module. 
The b e n e f i t s  o f  matching h igher  r e s o l u t i o n  SSM/I data t o  t h e  lower  
r e s o l u t i o n  da ta  need t o  be examined f u r t h e r  be fo re  a  recommendation can 
be made. 

It should be noted t h a t  a  reduc t i on  o f  sensor no ise  occurs i n  t h e  
process o f  smoothing t h e  data. For t h e  examples discussed above the  rms 
no i se  i n  t h e  smoothed 37 GHz data (3 x  3 ar ray)  i s  reduced by a  f a c t o r  o f  
0.45 and the  no ise  i n  t h e  smoothed 85 GHz data (5 x  5  a r ray )  i s  reduced 
by 0.25. 

It should a l so  be noted t h a t  t h e  technique o f  s e l e c t i n g  t h e  se t  o f  
c o e f f i c i e n t s  { c }  t o  match an antenna p a t t e r n  a t  frequency v, i s  s u f f i -  
c i e n t l y  general  t o  cover t h e  problem o f  data i n t e r p o l a t i o n .  For example, 
i f  frequency v, i s  se t  t o  v, ( i .e . ,  t he  h igh  and low r e s o l u t i o n  pa t t e rns  
are t h e  same), then the  c o e f f i c i e n t s  determined i n  t h e  above antenna 
matching problem prov ides a  means o f  i n t e r p o l a t i n g  t h e  temperature a t  k  
f rom t h e  s e t  o f  temperatures a t  {kn), n=l, . . . , N. Figures 3.10 - 3.12 
present  computations a t  19, 37, and 85 GHz o f  t he  des i red  p a t t e r n  a t  a  
p rescr ibed  k  (which i s  t h e  actual  p a t t e r n  centered a t  a  p o i n t  no t  sampled) 
and an " i n t e r p o l a t e d "  p a t t e r n  associated w i t h  t h e  i n t e r p o l a t e d  da ta  p o i n t  
which i s  based on samples a t  ( k ] .  The scan reg ion  f o r  i n t e r p o l a t i o n  i s  
taken .to l i e  near t h e  s a t e l l i t e  ground t r a c k  and t h e  p o i n t  o f  i n t e r p o l a -  
t i o n  k  i s  se lec ted  as a  worst  case s i t u a t i o n ,  i .e.. midway between 
successive scans and midway between samples. A 4 x  4 a r ray  o f  samples 
surrounding p o i n t  k  i s  se lec ted  f o r  t h e  i n t e r p o l a t i o n .  

The r e s u l t s  appear very good a t  19 GHz and no t  so good a t  37 and 85 
GHz. Th i s  s i t u a t i o n  a r i ses  from t h e  f a c t  t h a t  t he  19 GHz da ta  a re  
s p a t i a l l y  sampled near t he  Nyquis t  r a t e  ( i .e . ,  approximately two samples 
per  3 dB beam diameter) w h i l e  t h e  37 and 85 GHz are under sampled. To 
sample t h e  85 GHz a t  t h e  Nyquis t  r a t e  would r e q u i r e  t h e  SSM/ I  t o  sp in  a t  
approximately tw i ce  t h e  cu r ren t  r a t e  and t o  sample a t  f o u r  t imes the  
present  t h e  sampling r a t e .  (This  op t i on  was no t  poss ib le  du r i ng  t he  
design o f  t h e  SSM/I due t o  t h e  data r a t e  l i m i t a t i o n s  imposed by t he  
spacecra f t  da ta  a c q u i s i t i o n  system.) I n  any event, t h e  above technique 
o f  s e l e c t i n g  c o e f f i c i e n t s  i s  an a t t r a c t i v e  procedure t o  o b t a i n  accurate 
i n t e r p o l a t e d  19 GHz data and, i f  smoothed t o  match t h e  lower  r e s o l u t i o n ,  
i n t e r p o l a t e d  37 and 85 GHz da ta  as w e l l .  
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4.0 INSTRUMENT PERFORMANCE 

4 -1 INTRODUCTION 

The radiometric performance of the SSM/I is measured primarily in 
terms of the channel radiometer sensitivities, the radiometer gain 
stabilities and the absolute calibration accuracy, which is presented in 
detail in Section 5.0. Additional performance parameters include the 
stability of the instrument spin rate which influences the scan uniformity 
and the accuracy of the antenna boresight positions and the antenna beam 
efficiency which determines the fraction of energy received within the 
main beam region surrounding each pixel. 

The SSM/I is the first satellite microwave radiometer to employ 
total-power receivers and achieve a factor of two improvement in 
sensitivity over "Dicke"-type radiometers. Greater independence of gain 
variations is achieved with a Dicke radiometer but at the cost of reduced 
sensitivity. Thus, high interest was present during the SSM/I Cal/Val 
early orbit period when evaluating the on-orbit radiometer sensitivities 
and gain stabilities. Once the early orbit results demonstrated the 
success of the radiometer performance the task remained to validate the 
absolute calibration accuracy and the radiometric sensitivities throughout 
the on-orbit extreme environmental condi ti ons. For example, Figure 4.1 
presents the sun angle defined by the angle between the vector normal to 
the spacecraft's orbit and the vector from the spacecraft to the sun and 
the percentage of the orbits not in the earth shadow. The relatively 
large variation in the sun angle introduces a large variation of solar 
heating on the SSM/I and consequently large temperature changes of the 
instrument electronics and Bearing and Power Transfer Assembly (BAPTA). 
Not only must the SSM/I survive these extreme conditions, it must also 
meet radiometric performance requirements. Due to increased heating of 
the instrument in the winter of 1987 the SSM/I was turned off for a brief 
period from December 2, 1987 through January 12, 1988. This was done to 
avoid possible damage to the BAPTA when the temperature exceeded 41 
degrees centigrade, the maximum temperature limit set by Hughes Aircraft 
Company. Except for the 85V channel, all channels returned to their 
performance levels prior to instrument turn off. Problems with the 85V 
channel continued to develop; sudden gain changes and a degradation of the 
sensitivity. Although increased heating of the instrument has occurred 
in the winter of 1988, the spacecraft solar arrays have been repositioned 
to provide sufficient shading to avoid the SSM/I from reaching tempera- 
tures which require it to be turned off. 

The following sections present the SSM/I radiometer sensitivities, 
radiometer gain stabilities and spin rate stability since launch. In 
addition the calibration target stability, instrument temperature history 
and analysis of antenna beam efficiencies are presented along with a 
number of conclusions. 





4.2 RADIOMETER SENSITIVITY 

The radiometer sensi t i v i  ty  or noise equivalent temperature 
d i f fe ren t ia l  NEAT i s  the standard deviation of the radiometer output 
referenced t o  the energy of the waveform incident on the antenna aperture. 
For the SSM/I total-power radiometers are employed and the sens i t iv i ty  of 
each channel may be written as 

where 
TOYS = System noise temperature 
T~ = Receiver noise temperature 
Ts = Scene brightness temperature 
B~ = Convolutional pre-detection bandwidth 
r = Radiometer integration time 
AG/G = rms radiometer gain fluctuation and d r i f t .  

ilthough the receiver gain fluctuation contributes d i rec t ly  t o  1 
lue t o  the frequent radiometric calibration of the  SSM/I every I 

seconds and the develooment of amolifiers and detectors with low I 

P 
NEAT, d 

:he 
[ .9 
Vf  

noise, the e f fec t  of receiver gain d r i f t  i s  extremely small over the 
calibration period. This enables a factor  of 2 improvement of signal-to- 
noise for  the total-power SSM/I system over a conventional "Dicke" 
switched radiometer system. Further discussion of gain fluctuations and 
d r i f t  i s  presented in Section 4.3. 

Table 4.1 presents computations of the  on-orbit radiometer NEAT for  
a l l  seven channels covering the period s ta r t ing  when the SSM/I was turned 
on through March 1989. The computations are based on f i r s t  computing the 
variance of the radiometer output counts on each scan when the SSM/I 
antenna i s  viewing the hot load calibration target  and then averaging the 
variance over the en t i re  revolution. The variance in counts i s  referred 
t o  a variance in antenna temperature a t  the input of the SSM/I antenna 
(feedhorn) using the  average gain of the radiometer (K/count) computed 
over the revolution. Except fo r  channel 85V the s ens i t i v i t i e s  are 
extremely s tab le  over the en t i re  time period and show good agreement with 
the  pro-launch resu l t s  except for the November-January 1988 and 1989 
periods. The increase in NEAT i n  t h i s  period i s  due t o  an increase in the 
temperature of the instrument and i s  most pronounced a t  85 GHz since these 
channels have the largest  receiver noise temperatures. The channel 
s ens i t i v i t i e s  return t o  values noted prior t o  December 1987 except fo r  the 
85V channel which continued t o  r i s e ,  The 85V channel NEAT increased from 
approximately 0.8 K t o  2.1 K and then in January 1989 reached 5 K just 
before t o t a l  f a i l u r e .  Although the cause i s  n o t  known conclusively, i t  
i s  l ikely  due t o  the mixer portion of the receiver. Figure 4 . 2  presents 
the  variation of the 85V NEAT as a function of time where the  shaded area 
i s  the variat ion in the NEAT on a part icular day. (The variat ion i s  a 
resu l t  of the averaging process used by FNOC t o  gather the s t a t i s t i c s . )  
Also shown in the figure i s  the variation of the 85V mixer temperature. 
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As noted above, the NEAT is strongly correlated with the instrument 
temperature. 

Using the cold reflector calibration radiometer output counts, 
computations similar to those for the hot load target were made on the 
radiometer sensitivities. The sensitivities were found to be quite stable 
over the period covered by Table 4.1 and agree with results one would 
expect when the scene brightness temperature is near 3 K, i.e., the cosmic 
background temperature seen by the cold reflector calibration target. The 
NEATs are considerably lower than those of Table 4.1 with the exception 
of the 85 GHz channels. For these channels the system noise temperature 
is much larger than the other channels and the scene temperature has a 
corresponding1 y smaller effect on the radiometer semi tivity. The 
sensitivities computed for the cold reflector target show the same trend 
as the data in Table 4.1 and exhibit the same dramatic increase of the 85V 
sensitivity after instrument turn on in January 1988. 

Table 4.1 

ON-ORBIT RADIOMETER SENSITIVITIES (K) 
(Hot Load Target) 

CHANNEL 

Delta T Soec 
(K) 
Pre-Launch 

On-Orbi t 
June 1987 
July 1987 

~ept. 1987 
Oct. 1987 
Nov. 1987 
Jan. 1988 
Feb. 1988 
March 1988 
April 1988 
May 1988 
June 1988 
July 1988 
Aug. 1988 
Sept. 1988 
Oct. 1988 
Jan. 1989 
Feb. 1989 
Mar. 1989 



4.3 GAIN STABILITY 

The Automatic Gain Control (AGC) i s  designed t o  i n su re  long-term 
radiometer ga in  s t a b i l i t y ,  i .e . ,  on a seasonal b a s i s .  As t h e  temperature 
of t h e  r ece ive r s  change t h e  power output  i s  allowed t o  vary p lus  and minus 
1 dB before a gain change i s  i n i t i a t e d .  In t h i s  process each channel 
samples t h e  hot  load on every scan and commands a gain change up when t h e  
hot load i s  below 7/16th of t h e  analog t o  d i g i t a l  converter  range (4095) 
o r  commands a gain change stepped down if  t h e  hot  load f o r  t h a t  channel 
i s  above 3/4th o f  t h e  ADC range (3072). The s tepping can occur only once 
every 53 seconds on each channel. Note t h a t  i f  t he  gain goes u p  and down 
quickly and i s  within the  above noted range a t  the end of t h e  53 second 
In t e rva l  t h e  ga in  wi l l  not  be stepped. 

Table 4.2 presents  t h e  gain leve l  f o r  each channel s ince  launch. 
The long term gain s t a b i l i t y  i s  very good except f o r  t he  85V channel.  

Table 4.2 

RADIOMETER LONG-TERM GAIN STATE SUMMARY 

CHANNEL 

Date 
1987 OCT 

NOV 
1988 JAN 

FEB 
MARCH 
MAY 
JUNE 
JULY 
AUG 
SEPT 
OCT 
NOV 
DEC 

1989 JAN 
FEE 
MAR 

The 85V channel has shown both small (<.5 dB) and l a r g e  (>Z dB) ga in  
i n s t a b i l i t i e s .  The f i r s t  of  t hese  l a r g e  gain changes occurred on November 
20, 1987. This occurrence l a s t e d  50 seconds and was a l a r g e  gain change 
with AGC s tepping.  Since then,  t h e  changes have occurred i n t e r m i t t e n t l y .  
Unfortunately,  the 85V da ta  during these  t imes i s  of  very l imi t ed  use. 
Table 4.3 shows t h e  percentage of  gain s tepping occurr ing during one o r b i t  
from May t o  e a r l y  October 1988. Small gain changes s t a r t e d  occurr ing i n  
March 1988. These a r e  evident  as  l i n e s  in  t h e  85V Temperature Data 
Records (TDR) . 



TABLE 4.3 

85V GAIN STEPPING AS A PERCENTAGE OF MONITORED ORBITS 

May 
June 
July 
August 
September 
October 

(Prior to May 1988 gain stepping rarely occurred) 

Typical variations of the radiometer gain on a scan to scan basis 
are presented in Figures 4.3 through 4.6. The data apply to REV 438 with 
parts of REV 437 and REV 439 included. For convenience of presentation, 
the gains for all SSM/I channels are shown every 20th scan, where each 
scan period is 1.9 seconds. Note the appearance of rapid fluctuations of 
the gain and a slowly varying oscillation over the orbit. The 
fluctuations arise from noise in the radiometer output calibration samples 
and may be reduced by averaging calibration data taken over several 
successive scans which is discussed in more detail below. The slowly 
varying component of the radiometer gain is due to orbital changes in the 
temperature of the SSM/I instrument. Figure 4.7 shows the orbital 
variation of the temperatures of the RF mixer and the forward radiator 
surface. Based on the data of Figure 4.7 the maximum shift in temperature 
o f  the RF mixer is approximately 0.6 K and introduces less than 0.025 dB 
change in the radiometer gain (peak to peak). This change is considerably 
less than the gain change needed to activate the AGC circuit. 

The errors arising from the rapidly varying portion of the 
radiometer gain may be reduced, as noted above, by averaging the 
calibration data taken on several adjacent scans. Figures 4.8 and 4.9 
show the effects of averaging N scans of calibration data for the 22V and 
85V channels as a function of scan number. The curves represent the 
difference between the scene brightness temperatures (SDRs) as determined 
by averaging N number of scans of calibration data and SDRs as determined 
by averaging all scans of calibration data. The slowly varying orbital 
drift in the figures is taken into account by the frequent calibration and 
does not contribute to the calibration errors. The fluctuations about the 
drift are due to both calibration and pixel or scene noise. Only the 
calibration noise component is reduced by averaging the calibration data 
but the reduction shown in Figures 4.8 and 4.9 include reduction of both 
calibration and scene noise. Figure 1.7 presents a summary of the 
reduction in calibration noise error when averaging the number of scans 
indicated. Based on these results, it appears that averaging 10 scans of 
calibration data (i .e., 50 samples) for channels 1-5 and 20 scans (i .e., 
100 samples) for channels 6 and 7 will improve the calibration accuracy 
significantly. The drift of the radiometer gain is negligible over this 
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time period (approximately 38 seconds) of cal ibration data.  Further 
averaging produces only a modest improvement i n  calibration accuracy a t  
the expense of appreciable computation i n  the averaging process. 

4.4 CALIBRATION TARGET STABILITY 

Five samples of the 85 GHz radiometer output counts are  taken each 
1.9 second scan when viewing the hot and cold load calibration targets .  
Five samples are taken every other scan a t  the remaining channels. The 
computation of the  variances of these counts over the period of a 
revolution and for  numerous revolutions were used t o  estimate the  SSM/I 
radiometer s ens i t i v i t i e s  presented above. These resu l t s  indicate t ha t  the  
spread in these cal ibrat ion samples were w i t h i n  the expected radiometric 
sens i t iv i t i es .  To confirm t h a t  the  f i ve  calibration samples taken on each 
scan exhibited no systematic differences, the individual samples were 
plotted separately for  an en t i r e  revolution. Figures 4.10 through 4 .12  
present the  individual hot load calibration samples for  the 19V channel 
fo r  REV 438. 

An examination of these figures reveals that  the samples show no 
appreciable systematic differences. This resu l t  i s  in agreement with the 
calibration r e su l t s  obtained during ground thermal/vacuum tes t ing .  The 
rapid fluctuations are due to  instrument noise and the slowly varying 
component i s  due t o  orbi ta l  temperature change of the instrument as noted 
e a r l i e r  fo r  the radiometer gain. Similar resu l t s  were obtained for  the 
remaining channels, 

Figures 4.13 through 4.15 present plots of the 19V samples of the 
cold re f lec tor  calibration target  during REV 438. These figures show the 
same slowly varying and fluctuating behavior over the orb i t  and also 
demonstrate tha t  the f i ve  cold load samples exhibit negligible systematic 
differences. The l a t t e r  i s  an important resu l t  since the radiometric 
performance of the cold re f lec tor  was not tes ted as  a calibration 
ref lector  prior t o  launch. This does not mean tha t  the samples are  f ree  
from undesired contamination of spacecraft or earth emissions which i s  the 
subject of absolute calibration of the  SSM/I, but i t  does mean tha t  the 
f ive  samples taken on each scan agree extremely well ( i  . e . ,  t o  within the 
NEAT). Similar resu l t s  were obtained for  the remaining channels. 

Finally, Figures 4.16 and 4.17 show the variat ion of the  hot load 
temperatures taken by the three temperature sensors over a complete o rb i t ,  
REV 438, and the spread between these sensors fo r  the s a t e l l i t e  
revolutions 109 through 735. These data indicate t ha t  the three sensor 
probes do not have s ignif icant  calibration differences and tha t  the 
re la t ive  rms measurement error  between the sensors i s  l e s s  than 0.09 K. 

4.5 SPIN RATE STABILITY 

The SSM/I has been spinning a t  a r a t e  of once per 1.8990 seconds 
with a Â±.000 second variation since the i n i t i a l  turn on. This t rans la tes  
t o  an azimuthal angular position error  of the antenna boresight of t0.038 



degrees. This,  i n  t u rn ,  t r a n s l a t e s  t o  4 . 6  km p i x e l  p o s i t i o n  e r r o r  on 
t h e  ea r th ' s  surface. When t h e  SSM/ I  was tu rned o f f  f o r  t h e  ho t  per iod,  
t h e  SSM/I cont inued t o  spin.  No ground o r  spacecra f t  RF i n t e r f e r e n c e  has 
been n o t i c e d  on t he  da ta  examined by Hughes. 

4.6 INSTRUMENT TEMPERATURE STABILITY 

P l o t s  o f  t h e  average temperatures o f  t he  Bear ing and Power Trans fe r  
Assembly (BAPTA) and BAPTA Control  E lec t ron i cs  (BCE) are presented i n  
F igure  4.18 f o r  J u l i a n  Days beyond 80 f o r  1988 w i t h  a p o r t i o n  o f  1989. 
F igure  4.19 presents t he  average temperatures o f  t h e  thermal r a d i a t o r  and 
power supply u n i t  and 4.20 presents t h e  average temperatures o f  t h e  mixer  
p r e a m p l i f i e r  sec t i on  o f  t h e  e l e c t r o n i c s  (MPL) and t h e  ho t  l oad  c a l i b r a t i o n  
t a r g e t .  

The behavior i n  t h e  v i c i n i t y  o f  J u l i a n  Day 360 i n  t h e  f i g u r e s  
c o r r e l a t e s  w e l l  w i t h  t h e  maximum angle o f  t h e  sun w i t h  respect  t o  t he  
spacecraf t  shown i n  F igure 4.1 which i s  g rea tes t  a t  t h e  w i n t e r  s o l s t i c e ,  
December 21. To avoid overheat ing, t h e  SSM/ I  was turned o f f  f rom December 
2, 1987 t o  January 18, 1988. An adjustment o f  t h e  s o l a r  panels t o  
increase sun shading on t h e  S S M / I  i n  December 1988 avoided overheat ing and 
t h e  SSM/I remained on. Future SSM/I1s w i l l  have a mod i f i ed  thermal 
c o n t r o l  subsystem t o  avoid t h i s  problem. 

4.7 SDR REPEATABILITY 

The l ong  term c a l i b r a t i o n  s t a b i l i t y  o f  t h e  SSM/I was f u r t h e r  
v e r i f i e d  by examining t he  r e p e a t a b i l i t y  o f  t he  abso lu te  b r igh tness  
temperatures o r  sensor data reco rd  temperatures f o r  a number of d i ve rse  
sur face types. The reg ions inc luded t h e  Sargasso Sea, t h e  Congo Basin, 
t he  Amazon Basin, t h e  Libyan Desert, and t h e  Ka lahar i  Desert .  I n  each 
reg ion,  t he  SSM/ I  da ta  f o r  f i v e  ascending and f i v e  descending o r b i t  
r e v o l u t i o n s  were c o l l e c t e d  f o r  a pe r i od  o f  over one month. Histograms 
were generated f o r  each o f  t he  reg ions and t h e  mean and standard 
dev ia t i ons  noted. No attempt was made t o  exclude clouds o r  any p e r t u r b i n g  
storm systems, al though no storms were encountered. Figures 4.21 - 4.23 
present  histogram r e s u l t s  for  two r e v o l u t i o n s  407 ( J u l y  18, 1987) and 640 
(August 4, 1987) f o r  t h e  Sargasso Sea. The means o f  t h e  b r igh tness  
temperatures d i f f e r  by - 1 K f o r  a l l  channels, a l though t h e  f i n e  d e t a i l s  
o f  t h e  histograms d i f f e r .  Th is  l e v e l  o f  r e p e a t a b i l i t y  o f  t h e  means was 
a l so  t y p i c a l  o f  a l l  l and  surfaces when examining i n d i v i d u a l l y  t h e  
ascending o r  descending passes of data. (The mean o f  t h e  descending 
passes were t y p i c a l l y  a couple o f  degrees h ighe r  than t h e  ascending passes 
which i s  be l ieved  due t o  an increase i n  sur face temperature) Th is  l e v e l  
o f  r e p e a t a b i l i t y  g ives  f u r t h e r  evidence o f  t h e  h igh  c a l i b r a t i o n  s t a b i l i t y  
o f  t he  SSM/I. 

4.8 ANTENNA BEAM CHARACTERISTICS 

The antenna 3 dB beamwidths and beam e f f i c i e n c i e s  computed from 
SSM/I antenna range p a t t e r n  measurements are presented i n  Tables 2.1 and 
2.2. A p a r t i a l  v e r i f i c a t i o n  o f  these beam c h a r a c t e r i s t i c s  may be made by 



examining the response of the brightness or SDR temperatures to land/water 
boundaries. Such a response would resemble a step response of the antenna 
pattern in the cross-track direction for a coastal region lying 
perpendicular to the scan direction or a step response in the along-track 
direction for a coastal region lying parallel to the scan direction. The 
partial derivatives of these responses should approximate the antenna 
pattern in the direction of interest. These computations were done for 
the 19, 37, and 85 GHz vertically and horizontally polarized channels and 
by fitting the SDR responses with cubic spline functions for SDR data 
taken on the western coast of the United States and the southern coast of 
Africa and Australia. Figures 4.24 and 4.25 present the derivatives in 
the cross-track and along-track directions as a function of cross-track 
or along-track distances for the 37 and 85 GHz channels. The results 
exhibit the expected antenna beam characteristic in the vicinity of the 
maximum gain (normalized to unity) and agree quite well with the 3dB 
beamwidths presented in Table 2.1 for both cross-track, and along-track 
directions. The smaller oscillations appearing in the figures are not 
antenna sidelobes but are due to variations of the scene brightness 
temperatures outside the coastal boundary. Similar results were obtained 
for the 19 and 22 GHz channels. The locations of the maximum gains were 
within 1 - 2 km for a11 channels for a given coastal boundary, indicating 
that the antenna beams share a common center. 

4.9 CONCLUSIONS 

In view of the results presented, it is clear that the on-orbit 
SSM/I channel radiometric sensitivities and receiver gain stabilities meet 
or exceed prelaunch performance specifications, except for the 85 GHz 
vertically polarized channel which never recovered the level of 
performance it had prior to when the instrument was turned off in December 
1987. The instrument spin rate has been extremely stable since launch 
with a maximum variation of i0.0002 seconds and translate to less than 0.6 
km error in the pixel location. The calibration hot load target exhibited 
excellent short term stability which in conjunction with the receiver gain 
stability suggest that the calibration data taken on several adjacent 
scans may be averaged to improve the accuracy o f  the brightness 
temperatures. The calibration accuracy was observed to be very 
repeatable, providing stable brightness temperatures for a diverse set of 
surface types including a number of jungle basins, deserts, and the 
Sargasso Sea for over a month. The antenna beam characteristics were 
examined by analyzing the step response of the SSM/I to a coastal 
boundaries. The derived antenna patterns are consistent with published 
beamwidths computed on the basis of antenna pattern measurements. Plots 
of receiver electronics, power supply, hot 1 oad cal i bration target ,and the 
Bearing and Power Transfer Assembly (BAPTA) correlate well with the sun 
angle to the spacecraft. A1 though the SSM/I experienced increased heating 
during the winter of 1987 and was turned off primarily to avoid damaging 
the BAPTA, the spacecraft solar arrays were adjusted to provide sufficient 
shade for the SSM/I to avoid shutting the instrument off. Future SSM/Is 
will have a modified thermal control subsystem to avoid this problem. 
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Figure 4.5 Variation of 37 Ghz Radiometer Gain (K/Count) 
for Rev 438. 
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for Rev 438. 
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V A R I A T I O N  OF HOT LOAD COUNTS REV 438 
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FIGURE 4 .10  VARIATION OF 19 GHz VERTICAL POLARIZATION 
HOT LOAD SAMPLES 1 AND 2 (REV 438) 
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VARIATION OF HOT LOAD COUNTS REV 438 
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FIGURE 4.12 VARIATION OF 19 GHz VERTICAL POLARIZATION 
HOT LOAD SAMPLE 5 (REV 438) 
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Figure  4.13 V a r i a t i o n  o f  19 GHz V e r t i c a l  P o l a r i z a t i o n  
Cold Load Samples I and 2 (REV 438) 
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TIME: 6204 TO 16386 (SEC) 

1 26 5 1  76 1 0 1  126 1 5 1  176 , 2 0 1  226 251 

SCAN NUMBER (EVERY 20') 
SkMPLE 3 

VARIATION OF COLD LOAD COUNTS REV 438 
TIME: 6204 TO 163886 (SEC) 

1 26 5 1  76 1 0 1  126 1 5 1  176 201 226 251 

SCAN NUMBER (EVERY 2 0 )  
SAMPLE 4 

FIGURE 4.14 VARIATION OF 19 GHz VERTICAL POLARIZATION 
COLD LOAD SAMPLES ̂  AND 4 (REV 438) 
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FIGURE 4.15 VARIATION OF 19 GHz VERTICAL POLARIZATION 
COLD LOAD SAMPLE 5 (REV 438) 
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VARIATION OF HOT LOAD TEMPERATURE REV 438 
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FIGURE 4.17 STANDARD DEVIATION OF HOT LOAD TEMPERATURES 
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FIGURE 4.18 LONG TERM VARIATION OF BAPTA AND BAPTA CONTROL 
ELECTRONICS BCE TEMPERATURES. 
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FIGURE 4.19 LONG TERM VARIATION OF RADIATOR AND POWER 
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HOT LOADS AVERAGE TEMPERATURE 

FIGURE 4.20 LONG TERM VARIATION OF MIXERIPREAMP ELECTRONICS 
(MPL) AND HOT LOAD CALIBRATION TEMPERATURES. 
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FIGURE 4.21 19 AND 22 GHZ HISTOGRAMS OF THE SARGASSO SEA 
REVS 407 (7118187) AND 540 (814187) 
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5.0 INSTRUMENT ABSOLUTE CALIBRATION 

5.1 INTRODUCTION 

In general high gain antennas, like the SSM/I1s which has a gain of 
53 dB at 85.5 GHz, receive radiation primarily over a relatively narrow 
''main-beam" or solid angle. The half-power beamwidths of the SSM/I are 
given in Table 2.1. However some radiation is received in antenna 
sidelobes in directions outside of the mainbeam and from reflections from 
the spacecraft and direct spillover into the feed horn. The measurement 
and calibration of the total radiation entering the feed horn from a11 
directions, termed antenna temperature, is described in Section 3.1. The 
contributions of spurious radiation from outside of the mainbeam to the 
antenna temperature must be accounted for in order to obtain the mean 
radiance or brightness temperature from the scene over the mainbeam solid 
angle which is the quantity to be used in the environmental algorithms. 
While this involves an antenna pattern correction and a correction for 
cross polarization, as discussed in Section 3.2, it is the determination 
of the accuracy of the end-to-end calibration of absolute mainbeam 
brightness temperature which is discussed in this section. The partial 
restoration of spatial detail which has been lost due to spatial filtering 
or smoothing by the antenna, which also involves an antenna pattern 
correction and is particularly important in regions of strong brightness 
temperature gradients, such as land-water boundaries, is not considered 
in this section but is discussed in Section 3.2.3. Only regions which are 
homogeneous or with nearly linear brightness temperature gradients will 
be considered here. 

The evaluation of the absolute calibration of the SSM/I brightness 
temperatures is an extremely formidable task due to the difficulty in 
obtaining an accurate standard with which to compare the SSM/I. Two 
different methods are used. First is a comparison of the SSM/I brightness 
temperatures with those derived from aircraft underflight measurements 
made during satellite overpass using the SSM/I Simulator. The SSM/I 
Simulator is a set of radiometers, with the same frequencies, polariza- 
tions, and incidence angle as the SSM/I, mounted in the NRL RP-3A 
aircraft. The second method is a comparison of the SSM/I brightness 
temperatures with those calculated using theoretical models. These two 
approaches are discussed in turn in Sections 5.1 and 5.2. 

5.2 AIRCRAFT RADIOMETRIC UNDERFLIGHTS 

A total of 18 underflights of the SSM/I Simulator were made. They 
are summarized in Table 5.1. Of these one flight had to be aborted due 
to aircraft mechanical problems before data could be obtained and there 
is no SSM/I data for five of the flights due to problems either at the 
data relay sites or at FNOC. One of the flights was made specifically 
in support of the land parameter validation and one in support of the sea 
ice validation. Ten flights were over the ocean and are used for the 
brightness temperature calibration. Eight of these flights were off the 
Virginia coast over one of the NOAA data buoys and two were southeast of 



Iceland.  S ix  of t h e  ocean f l i g h t s  were under c l e a r  s k i e s  o r  with only 
1 igh t  s c a t t e r e d  clouds.  

TABLE 5.1 

NRL RP-3A AIRCRAFT SIMULATOR FLIGHTS 

DATE 
7/15/87 
7/21/87 
7/22/87 
7/23/87 
7/30/87 
8/13/87 
8/18/87 

10/13/87 
10/22/87 
10/26/87 
10/28/87 
10/29/87 

1/23/88 
1/25/88 
1/27/88 
5/26/88 

10/25/88 
10/26/88 

LOCATION 
Gander t o  Scotland (Trans i t )  
North At1 a n t i c  Ocean 
Scotland t o  Iceland (Trans i t )  
A t l a n t i c  Ocean (SE of Iceland)  
Ice1 and t o  Gander (T rans i t )  
Saskatchewan 
A t l a n t i c  Ocean (off  Vi rg in ia )  
A t l a n t i c  Ocean (o f f  Vi rg in ia )  
A t l a n t i c  Ocean ( o f f  Vi rg in ia )  
A t l a n t i c  Ocean (o f f  Vi rg in ia )  
A t l a n t i c  Ocean (o f f  Vi rg in ia )  
A t l a n t i c  Ocean (o f f  Vi rg in ia )  
Gulf of S t .  Lawrence 
A t l a n t i c  Ocean ( o f f  Newfoundland) 
At1 a n t i c  Ocean (o f f  Newfound1 and) 
At1 a n t i c  Ocean (o f f  Virginia)  
A t l a n t i c  Ocean (o f f  Vi rg in ia )  
At1 a n t i c  Ocean (o f f  Virginia)  

STATUS 
No Simultaneous SSM/I 

* Total Cloud Cover 
No Simultaneous SSM/I 

* Total Cloud Cover 
No Simultaneous SSM/I 

* Land Validat ion 
A i r c r a f t  Fa i lu re  

* Scat tered Clouds, RFI 
* Clear ,  37 GHz Noisy 
* Clear  

No SSM/I Data 
* Scat te red  Clouds 
* Sea Ice Validat ion 
* Scat te red  Clouds 

No SSM/I Data 
* Very Heavy Clouds 
* Clear  
* Clouds 

* Data Used in Cal/Val 

The absolu te  c a l i b r a t i o n  of t h e  SSM/I Simulator was e s t ab l i shed  
using 1 aboratory 1 iqu id  ni t rogen and room temperature black body 
enclosures .  This  determinat ion was t e s t e d  by making roof t o p  zen i th  sky 
measurements i n  February, when the  sky r ad ia t ion  i s  low and most 
accura te ly  modeled and by making measurements of  a small f r e sh  water t e s t  
t a n k  a t  s e l ec t ed  incidence angles .  A further test of  t h e  absolu te  
c a l i b r a t i o n  was made by f l i g h t s  over a f r e sh  water l a k e  and a heavi ly 
vegetated a rea  near  the lake  under c l e a r ,  calm condi t ions .  This t e s t  s i t e  
was a l s o  overflown whenever poss ib le  on the  way t o  t he  ocean t e s t  s i t e .  
The NRL ocean environmental model [l] was used t o  c a l c u l a t e  t h e o r e t i c a l  
b r ightness  temperatures f o r  comparison with these  measurements. The 
absolu te  br ightness  temperature c a l i b r a t i o n  of  t h e  SSM/I a i r c r a f t  
s imulator  i s  bel ieved t o  be Â± t o  4 K. 

The ocean under f l igh ts  were made i n  t he  form of  a c ros s  w i t h  one arm 
al igned a s  much a s  poss ib le  along an SSM/I scan l i n e .  The f l i g h t  l i n e s  
of t h e  J u l y  23, 1987 f l i g h t  a r e  shown in Figure 5.1 a s  an example. The 
l egs  were each about 200 km long, flown a t  an a l t i t u d e  of 8 km and 
required approximately one and a ha l f  hours, centered on t h e  s a t e l l i t e  
overpass time, t o  f l y .  This f l i g h t  path was repeated a t  an a l t i t u d e  of 
0.5 km when weather and fue l  permit ted.  The ideal  f l i g h t  condi t ions  a r e  
c l e a r  s k i e s  with calm seas  well away from land t o  provide a l a r g e  
homogeneous region with no antenna s ide lobe  e f f e c t s .  As ind ica ted  by t h e  





SSM/I 37 GHz horizontal channel shown in Figure 5.1 conditions were not 
homogeneous during the underflight of July 23 as there were clouds present 
with heavier conditions in the southwest region of the test area. 

An additional problem is the time-space mismatch between the SSM/I 
and the aircraft simulator. The satellite passes over the test area in 
about a half minute while, as mentioned above, the aircraft measurements 
required an hour and a half. The half-power beam contour on the surface 
for the four SSM/I frequencies is shown in the upper left hand corner of 
Figure 5.1 The half-power contour of the aircraft SSM/I simulator 
radiometers is 1.5 km, about the size of the dot indicating the scene 
station location in the figure. Thus the SSM/I integrates radiation over 
a much larger spatial region for a much shorter time than does the 
aircraft simulator. Therefore any significant changes in the brightness 
distribution over the test region during the aircraft measurements will 
degrade the accuracy of the simulator calibration. In order to minimize 
the spatial mismatch, the aircraft data were averaged over segments along 
the flight line equal to the SSM/I footprints and then compared with a 
weighted average of the SSM/I measurements at the nearest two scene 
stations. This is only a partial solution since it is an integration in 
one dimension only and not a weighted average over the two dimensional 
SSM/I antenna pattern. 

The aircraft data were corrected for small incidence angle changes 
due to pitch and roll of the aircraft and for the effect of the atmosphere 
above the aircraft using the NRL environmental model [ I ] .  All aircraft 
measurements are referred to an incidence angle of 53.1 degrees. This 
corresponds to measurement of the deployed boresight of the SSM/I on the 
DMSP satellite of 44.8 degrees and a mean satellite altitude of 859 km. 
These corrections were usually less than 4 K. It should be noted that, 
even though the DMSP orbit is circular to within 7 meters, the incidence 
angle of the SSM/I at the earth's surface varies by +1/2 degree due to 
altitude variations resulting from the oblateness of the earth and the 
offset of the orbital center from the earth's geometric center. In 
addition, as discussed in Section 6, there are geolocation errors which 
may be due to effective SSM/I pointing errors which result in incidence 
angle errors of as much as Â 1/2 degree. Depending upon the environmental 
conditions and frequency, this will result in SSM/I brightness temperature 
variations of more than a degree K. An example of the possible magnitude 
of these variations calculated using the NRL environmental model is given 
in Table 5.2. 

TABLE 5.2 
BRIGHTNESS TEMPERATURE CHANGES WITH INCIDENCE ANGLE 

dTb/dAng (Deg K/Angul ar degree) 

Polar Winter 2.02 -0.36 1.95 1.53 0.34 0.34 0.40 
Tropics Summer 2.13 0.89 1.23 1.71 1.03 -0.04 0.03 



Due to these uncertainties no corrections for incidence angle variations 
were made to the SSM/I measurements. 

The results from the SSM/I simulator flights are compared with the 
SSM/I brightness temperatures in Figure 5.2. The simulator and SSM/I 
measurements along both legs have been averaged together for each flight 
to provide a single measurement pair for each SSM/I channel. The error 
bars shown are the scatter of the measurements about the mean. The 
average measurements from all of the flights are given in Table 5.3. 

TABLE 5.3 

SSM/I SATELLITE AND AIRCRAFT 
BRIGHTNESS TEMPERATURE MEASUREMENTS OVER OCEAN (K) 

w SIMULATOR DIFFERENCE 

Except for the 85V channel the SSM/I brightness temperatures are lower 
than the aircraft simulator. However only at 37 GHz do the differences 
exceed 4 K. Both the SSM/I and aircraft simulator measurements have an 
rms scatter of 1 to 4 K. It is reasonable to apportion the SSM/I- 
simulator difference errors equally between the SSM/I and simulator. Thus 
these measurements show the standard error on the determination of the 
SSM/I absolute calibration to be i 3 K and are consistent with little or 
no error in the SSM/I absolute brightness temperatures. 

5.3 MODEL COMPARISONS 

Three different regions were chosen for comparison of theoretically 
generated brightness temperatures with those measured by the SSM/I: (1 )  
clear, calm ocean areas selected by having the coldest 85 GHz brightness 
temperatures observed over the ocean, (2) the Amazon rain forest, and (3 )  
the Arabian desert. These regions were selected because they are 
homogeneous over 1 arge areas, re1 ati vely unchanging, and work has been 
done to develop models for them. The SSM/I revolutions used are given in 
Table 5.4. 



SSM/I ABSOLUTE CALIBRATION (ALL CHANNELS) 

I I I I I I I 

l 1  I 

1 0 0  1 2 0  1 4 0  1 6 0  1 8 0  2 0 0  2 2 0  2 4 0  2 6 0  2 8 0  3 0 0  
AIRCRAFT TB 

Figure 5.2 



TABLE 5.4 
SSM/I CLEAR CALM OCEAN DATA 

JULIAN DAY 191, 
302. 

REVS 

SSM/ I  ARABIAN DESERT DATA 

JULIAN DAY 260, 268, 318, 326, 27 
REVS 1257, 1370, 2076, 2189, 3120 

SSM/I AMAZON DATA 

JULIAN DAY 264, 273, 324, 23, 25 
REVS 1318, 1445, 2165, 3069, 3096 

The ocean areas are t he  most accura te ly  modeled o f  t h e  reg ions 
selected. The NRL ocean model [l] was used t o  c a l c u l a t e  b r igh tness  
temperatures f o r  t h e  se lected ocean regions.  Under t h e  calm sea 
cond i t i ons  assumed t o  p r e v a i l  f o r  t h e  se lec ted  SSM/I data, t h e  ocean 
depar ts  very l i t t l e  f rom a  smooth d i e l e c t r i c  i n t e r f a c e  whose r a d i a t i v e  
p r o p e r t i e s  are w e l l  known. The r a d i a t i v e  t r a n s f e r  o f  a  d r y  c loud less  
atmosphere are a lso  very w e l l  understood and w ide ly  ava i l ab le .  The 
g rea tes t  unce r ta in t y  i s  t he  u n i f o r m i t y  and degree t o  which t h e  se lected 
areas s a t i s f y  t h e  assumption o f  calm, c l e a r  ocean and t h e  unce r ta in t y  i n  
t h e  phys ica l  temperature o f  t he  sea. 

The Amazon r a i n  f o r e s t  i s  expected t o  be a  d i f f u s e  sca t t e re r ,  
unpolar ized, and approximately a  b lack  body. The d i f f e r e n t i a l  s c a t t e r i n g  
coe f f i c i en t s  developed by Peake [2 ]  f o r  a predominant ly d i f f u s e  s c a t t e r i n g  
sur face w i t h  no specular r e f l e c t i o n  except a t  g raz ing  inc idence were used. 
These have t h e  form 

where atmospheric r a d i a t i o n  i n c i d e n t  on t h e  sur face a t  an angle 8 , 
i n t e g r a t e d  over  t h e  upper hemisphere, i s  sca t te red  i n t o  t h e  v iewing angfe 
6 . The e m i s s i v i t y  o f  t h e  sur face i s  found by sub t rac t i ng  t h e  i n t e g r a l  o f  
t he  s c a t t e r i n g  c o e f f i c i e n t  over t h e  upper hemisphere from u n i t y .  The 
constant  -y was taken t o  be 0.2 and a  humid t r o p i c a l  model atmosphere w i t h  
5.5 cm o f  p r e c i p i t a l  water vapor and sur face temperature o f  29 C was used. 

Modeling t h e  Arabian deser t  i s  t he  l e a s t  c e r t a i n .  There i s  very 
l i t t l e  data on t h e  d i e l e c t r i c  constant o f  sandy s o i l s  and the  e f f e c t s  o f  
s c a t t e r i n g  and roughness e s p e c i a l l y  above 19 GHz a re  no t  w e l l  known. 
Therefore t he  model b r igh tness  temperature c a l c u l a t i o n s  f o r  t h e  Arabian 
deser t  are most quest ionable e s p e c i a l l y  a t  t h e  h igher  f requencies.  
Perhaps the  best  model a v a i l a b l e  f o r  t h e  deser t  i s  t o  use t h e  Fresnel 
r e f l e c t i o n  c o e f f i c i e n t s  f o r  a  smooth d i e l e c t r i c  i n t e r f a c e  mod i f i ed  by an 
empi r i ca l  roughness f a c t o r  [3, 4, 51. This  f ac to r ,  which m u l t i p l i e s  t he  



Fresnel reflection coefficient, is given by exp-(h*~os'$) where 0 is the 
incidence angle. The quantity h depends upon frequency and the scale of 
surface roughness but this dependency is not known [5]. Measurements at 
19.4 GHz indicate a value of 0.6 [3].  Unfortunately no measurements above 
19.4 GHz are avail able. The model brightness temperature calculations 
presented here used a value of 0.6 for h and 3.0 and 0.3 for the real and 
imaginary parts of the dielectric constant. A dry model atmosphere with 
0.25 cm of precipital water vapor and surface temperature of 29 C was 
used. 

The SSM/I and model brightness temperature calculations are compared 
in Table 5.5. The scatter of the SSM/I is a measure of the uniformity of 
the samples but the measurements may contain unknown systematic errors. 
As expected the ocean and Amazon rain forest modeled brightness tempera- 
tures show the best agreement with the SSM/I measurements. The Arabian 
desert results show poorest agreement for the 37 and 85.5 GHz channels 
where the effects of roughness and scattering are most uncertain in the 
model. With the exception of the 37V, 85V and 85H for the Arabian desert 
all of the model comparisons are consistent with a standard error on the 
determination of the absolute calibration of the SSM/I of Â 3 K. Again, 
there is an apparent trend for the SSM/I brightness temperatures to be 
lower then the modeled values, especially for the higher frequency 
channels. However the uncertainty of modeling does not allow a more 
definite determination to be made. 

5.4 CONCLUSIONS 

In summary, all of the SSM/I Simulator measurements and model 
calculations, with the exception of the 37 channel simulator measurements 
and the 37V and 85 GHz channel Arabian desert calculations, are in good 
agreement with the SSM/I data. The accuracy of the determination of the 
calibration of the SSM/I appears somewhat better at 19 and 22 GHz becoming 
less certain at 37 GHz and then 85 GHz. Although there is an apparent 
trend for the absolute calibration of the SSM/I to be low, especially at 
37 GHz, both the aircraft simulator and model differences are consistent 
with little or no errors in the SSM/I absolute brightness temperatures. 
The present assessment of the standard error of the determination of the 
absolute calibration of SSM/I is that it is Â 3 K. It should be noted 
that the excellent instrument stability and overall calibration scheme 
permits the effect of biases to be removed. Thus, even if a systematic 
error or bias is present in the absolute brightness temperature calibra- 
tion, the validation and adjustment of the retrieval algorithms has 
removed its effect from the environmental products. 



TABLE 5.5 

SSM/I SATELL ITE  AND MODELED 
BRIGHTNESS TEMPERATURE MEASUREMENTS (K) 

CLEAR CALM OCEAN 

DIFFERENCE MODEL - 

AMAZON R A I N  FOREST 

DIFFERENCE 

1IAN DESERT 

DIFFERENCE 
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6.0 GEOLOCATION 

6.1 INTRODUCTION 

The cu r ren t  process of  geolocat ing SSM/I p i x e l s  i s  i l l u s t r a t e d  i n  
Figure 6.1.  The spacecraf t  downlinks SSM/I d a t a  t o  rece iv ing  ground 
s t a t i o n s  which in  turn forward the  da t a  t o  both Air  Force Global Weather 
Center (AFGWC), Omaha, Nebraska and Flee t  Numerical Oceanography Center 
(FNOC), Monterey, Ca l i fo rn i a .  Since only the d a t a  processed a t  FNOC i s  
archived,  t h e  SSM/I geolocation ca l ib ra t ion /va l ida t ion  e f f o r t  i s  focused 
pr imar i ly  on the  da t a  processed a t  FNOC. 

FNOC rece ives  a s e t  of o r b i t a l  elements from t h e  U.S. Space Command 
(North American Defense Command (NORAD)) once a week and genera tes  a t en -  
day predic t ion  of  t he  spacecraf t  ephemeris based on these  o r b i t a l  elements 
using t h e  ephemeris computer program TRACE 66. The ephemeris pred ic t ion  
c o n s i s t s  of  a t abu la t ion  of  t h e  subsa t e l l  i t e  geodet ic  l a t i t u d e ,  longi tude,  
and spacecraf t  a l t i t u d e  as  a funct ion of  time i n  one minute increments 
over t h e  ten-day period. This pred ic t ion  ephemeris i s  then input  t o  t he  
SSM/I pixel  r e g i s t r a t i o n  algorithm, developed by Hughes A i r c r a f t  Company 
(HAC) t o  geolocate  t h e  SSM/I da t a .  The HAC algorithm uses the  down-linked 
SSM/I scan s t a r t  t imes and f ixed  sample period t o  i n t e r p o l a t e  between the  
neares t  predicted ephemeris da t a  and determine the spacec ra f t  pos i t i on  and 
a l t i t u d e  a t  t h e  pixel  sample times. W i t h  t h i s  information and knowledge 
of  t he  SSM/I scan geometry ( i  . e . ,  azimuthal and e leva t ion  angular 
pos i t i ons  of  t h e  antenna boresight  f o r  each p i x e l ) ,  t h e  HAC a lgori thm then 
r e g i s t e r s  t h e  SSM/I p ixe l s  t o  geodet ic  l a t i t u d e s  and longi tudes .  

A number of assumptions and approximations e n t e r  i n t o  t h e  HAC 
geolocat ion algorithm which a r e  descr ibed i n  [ I ] .  Su f f i ce  i t  t o  say, t he  
algorithm assumes t h a t  (1) t he  spacecraf t  nad i r  vec tor  i s  always pointed 
i n  a d i r e c t i o n  normal t o  t h e  geoid, ( 2 )  t h e  sur face  of  t he  e a r t h  i s  
adequately modeled by an o b l a t e  spheroid,  and (3) n o  co r r ec t ions  a r e  
necessary f o r  poss ib le  spacecraf t  a t t i t u d e  va r i a t i ons  o r  f o r  poss ib le  
misalignment of  t h e  SSM/I t o  t h e  spacecraf t .  In add i t i on ,  t h e  algorithm 
t akes  i n t o  account (4 )  o r b i t a l  va r i a t i ons  of  spacec ra f t  a l t i t u d e ,  ( 5 )  
e f f e c t s  of  ea r th  ro t a t ion  a s  i t  in f luences  spacecraf t  heading, and (6 )  
azimuthal and e leva t ion  angular o f f s e t s  o f  t h e  antenna boresight  
d i r e c t i o n s .  The o f f s e t s  (6) a r e  defined within the  SSM/I coordinate  
system and do not include poss ib le  misalignments of t h e  SSM/I t o  t he  
spacec ra f t .  To minimize computer processing, a number of mathematical 
approximations a r e  used i n  t h e  algori thm (e.g.., small angle  approximation 
t o  t ranscendental  func t ions ) .  The e r r o r s  a r i s i n g  from these  approxima- 
t i o n s  a r e  discussed below. 

The reported spacecraf t  and SSM/I point ing e r r o r s  a r e  presented in  
Figure 6.1. The maximum misalignment of  t h e  SSM/I t o  t h e  spacec ra f t  co- 
o rd ina t e  system i s  reported t o  be not g r e a t e r  than 0.1' while t h e  SSM/I 
deployment e r r o r s  a r e  reported t o  be l e s s  than 0.03" and the sp in -ax i s  
misalignment i s  reported t o  be l e s s  than 0.01'. The azimuthal scan 
pos i t ion  e r r o r  i s  reported t o  be l e s s  than 0.03'. Pro jec t ing  these  e r r o r s  
on t h e  e a r t h ' s  sur face  r e s u l t s  in  geolocat ion e r r o r s  o f  t h e  o rde r  of  2-4 
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km, w e l l  below, as w i l l  be shown, t h e  20-30 km e r r o r  observed i n  t h e  SSM/I 
data. 

Thespacec ra f t  rece ives  i t s  p o i n t i n g  and ephemeris i n fo rma t i on  from 
t h e  1000 S a t e l l i t e  Operations Group (SOG), Space Command), O f f u t t  A i r  
Force Base, Nebraska. The 100oth SOG rece ives  d a i l y  o r b i t a l  element 
i n fo rma t i on  from NORAD and generates ephemeris da ta  i n  12-minute 
increments t h a t  are up- l inked  t o  t h e  spacecraf t  t h r e e  t imes each week. 
The a t t i t u d e  o f  t h e  spacecraf t  i s  con t inuous ly  monitored t o  determine the  
a t t i t u d e  s t a b i l i t y  o f  t h e  spacecraf t .  Table 6.1 presents t y p i c a l  
spacecra f t  a t t i t u d e  i n fo rma t i on  analyzed by t h e  100oth SOG f o r  DMSP F8 f o r  
o r b i t a l  r e v o l u t i o n  numbers 3106 through 3111 (January 26, 1988). These 
s t a b i l i t i e s  i n d i c a t e  t h a t  t h e  spacecraf t  i s  opera t ing  i n  i t s  bas ic  mode 
o f  a t t i t u d e  c o n t r o l  which keeps t h e  p i t c h ,  r o l l ,  and yaw v a r i a t i o n s  w i t h i n  
i0.1 '  pe r  ax is .  The bas ic  mode i s  a  back-up mode o f  opera t ion  t h a t  occurs 
when t h e  p r e c i s i o n  mode, which keeps the  p i t c h ,  r o l l ,  and yaw v a r i a t i o n s  
w i t h i n  Â ± 0 . 0 1 v e  ax is ,  i s  no t  maintained. P r o j e c t i n g  these v a r i a t i o n s  i n  
spacecra f t  a t t i t u d e  onto t he  sur face o f  t h e  e a r t h  r e s u l t s  i n  geo loca t ion  
e r r o r s  l e s s  than 2 km. It should be noted t h a t  spacecra f t  F8 c e l e s t i a l  
sensors had an unexpected problem w i t h  f a l s e  s t a r s  r e f l e c t i o n s  o f f  t h e  
S S M / I  antenna, causing t h e  spacecraf t  t o  operate i n  t h e  bas ic  mode. This  
g l i n t  problem was res$ved January 19, 1988 by a sof tware package 
implemented a t  t h e  1000 SOG, a l l ow ing  t he  spacecra f t  t o  operate i n  t he  
p r e c i s i o n  a t t i t u d e  mode. 

TABLE 6.1 

V a r i a t i o n  o f  Spacecraft  F8 A t t i t u d e  (Degrees) 
(January 26, 1988) 

REV 

3106 

3107 

3108 

3109 

3110 

3111 

P i t c h  
Max Min 

R o l l  
Max Min 

Yaw No. Sanples 
Max M i  n  

.063 -.021 5910 

.014 -.014 6081 

.007 -.021 5659 

0 0 0  -.070 5806 

-.049 -.049 6112 

,035 -.021 6043 

(Data Courtesy o f  CAPT Rust o f  t he  1000" SOG, O f f u t t  AFB) 



In view of the reported sensor alignment accuracies and stabilities 
of the spacecraft F8, it is difficult to see how a 20-30 km geolocation 
error can occur in the data. In an effort to ascertain the origin of 
these large geolocation errors, a 1 ist of candidate errors sources may be 
identified: 

(1) spacecraft orbital elements 
(2) predict ephemeris data 
(3)  sensor pixel location algorithm 
( 4 )  sensor deployment/alignment of spin axis 
(5) sensor alignment to spacecraft 
(6) spacecraft attitude 

To these we must include errors in the geographical maps used to compare 
with the SSM/I data as well as errors due to interpolation and remapping 
of the SSM/I during image processing. 

In the following sections, estimates are provided of the geolocation 
errors or uncertainties due to sources ( I ) ,  (2), and (3). A number of 
cases are considered covering ascending and descending orbits and spanning 
January through June of 1988. Possible latitude, longitude, and along- 
and cross-track scan variations are also considered. A number of SSM/I 
85H GHz images are presented along with an accurate digitized world data 
base of shorelines, island, and lakes to visually demonstrate the 
improvements in geolocation accuracy of the SSM/I when a more accurate 
spacecraft ephemeris is used and when a fixed set of attitude corrections 
are made to the spacecraft coordinate system. In addition, several 
results are presented concerning the geolocation errors of the SSM/I and 
the Operational Linescan System (OLS). Due to the difficulties in 
obtaining sufficiently clear atmosphere to identify shore1 ines, 1 akes and 
island, only a very limited number of OLS images were available for 
analysis. Finally, conclusions are presented at the end of the section. 

6.2 ORBITAL ELEMENTS 

The orbital elements of a satellite are a set of parameters which 
define the size, shape, and orientation of the orbit and the position of 
the satellite at a prescribed time. The classical orbital elements 
include as a minimum the semi-major axis, eccentricity, inclination, 
longitude of the ascending node, the argument of perigee and, of course, 
the time of reference. Two military sources of orbital element informa- 
tion are (1) the North American Defense Command, Cheyenne Mountain, 
Colorado Spring, Colorado and (2) Naval Space Surveil 1 ance System, 
NAVSPASUR, Dahlgren, Virginia. Both facilities track sate1 1 ites, NORAD 
with a world-wide network to provide a fast definition of orbital 
parameters whenever desired and NAVSPASUR with a network across the 
continental United States. 

To determine the geolocation errors arising from differences between 
the NORAD and NAVSPASUR orbital elements, a modified form of the NORAD and 
NAVSPASUR elements for spacecraft F8 were input to the NAVSPASUR ephemeris 
program, PPT7, to compute the geodetic latitude, longitude, and latitude 



of t h e  spacecraf t  f o r  an e n t i r e  day, January 26, 1988. The d i f f e rences  
between t h e  ephemeris s e t s  when t r a n s l a t e d  i n t o  d i s t ances  a r e  presented 
in  Figure 6.2 a s  a funct ion of t ime. To emphasize p red ic t ion  e r r o r s  
within t h e  24 hour per iod,  t h e  l a s t  revolu t ion  assoc ia ted  with January 26, 
1988 was used. The r e s u l t s  show t h a t  the maximum e r r o r  i n  t h e  sub- 
s a t e l l i t e  pos i t i on  o r  s a t e l l i t e  a l t i t u d e  due t o  d i f f e r e n t  o r b i t a l  elements 
i s  l e s s  than 1.5 km, with t h e  major d i f f e r e n c e  occurr ing between 
s u b s a t e l l i t e  l a t i t u d e s .  (TOT r e f e r s  t o  t h e  r s s  of  t h e  l a t i t u d e  and 
longi tude  d i f f e r ences  .) These r e s u l t s ,  t yp i ca l  o f  many revolu t ions  
examined, i n d i c a t e  t h a t  poss ib le  e r r o r s  i n  t h e  o r b i t a l  elements a r e  a 
neg l ig ib l e  con t r ibu to r  t o  the SSM/I geolocat ion e r r o r .  

6.3 SPACECRAFT EPHEMERIS 

The ephemeris of a s a t e l l i t e  r e f e r s  t o  a t abu la t ion  of  a s a t e l l i t e ' s  
pos i t i on ,  i  . e . ,  sub - sa t e l l  i t e  l a t i t u d e ,  longi tude ,  and a1 t i t u d e ,  as  a 
func t ion  of a prescr ibed time i n t e r v a l .  The l a t i t u d e  i s  usua l ly  spec i f i ed  
i n  terms of  t he  geodet ic  l a t i t u d e  a s  opposed t o  t he  geocent r ic  l a t i t u d e  
and the  a l t i t u d e  usua l ly  r e f e r s  t o  t he  d i s t ance  above the  s u b s a t e l l i t e  
point  along a vec tor  normal t o  t h e  e a r t h ' s  su r f ace  a t  t he  s u b s a t e l l i t e  
point .  (See Sect ion 6.4 f o r  r e l a t i o n s h i p s  between these  q u a n t i t i e s . )  As 
noted e a r l i e r ,  t h e  s a t e l l i t e  ephemeris may be predic ted  on t h e  bas i s  of 
a s e t  of o r b i t a l  elements and an ephemeris model. A number of ephemeris 
models a r e  ava i l ab l e  t o  make t h e  predic t ion  with accurac ies  t h a t  vary 
depending on the  soph i s t i ca t ion  of t he  model and ava i l ab l e  computer 
resources.  Since t h e  accuracy of t he  predic t ion  degrades with t ime,  f o r  
high accuracy i t  i s  not  advisable  t o  extend t h e  predic t ion  24-hours beyond 
t h e  time of  t h e  o r b i t a l  elements.  Normally, a compromise must be made 
between t h e  des i red  accuracy of t h e  predicted ephemeris and t h e  expense 
and e f f o r t  required t o  achieve t h i s  accuracy. ( I t  should be noted t h a t  
t o  meet operat ional  needs, predicted ephemeris i s  requi red . )  To determine 
the  e f f e c t s  of ephemeris pred ic t ion  e r r o r s  on t h e  SSM/I geolocat ion e r r o r ,  
t h e  ephemeris model pred ic t ions  of FNOC were compared with predic t ions  
based on ephemeris models cu r r en t ly  used a t  NORAD, NAVSPASUR, and a t  t h e  
100oth SOG. For re ference  convenience, we sha!? henceforth r e f e r  t o  t h e  
ephemeris pred ic t ion  generated by t h e  1000 SOG as  t h e  spacecraf t  
ephemeris. As noted e a r l i e r ,  t he  TRACE 66 model a s  employed a t  FNOC bases 
i t s  ephemeris pred ic t ions  with a once a week update of o r b i t a l  elements 
from NORAD. 

NORAD and NAVSPASUR kindly consented t o  genera te  ephemeris d a t a  f o r  
F8 using t h e i r  ephemeris models and o r b i t a l  elements f o r  24-hour per iods 
on January 29, 1988. Taking t h e  d i f f e r ence  between t h e  NORAD and the  
NAVSPASUR ephemeri s and then t rans1  a t ing  t h e  d i f f e r ences  t o  d i s t ances  on 
t h e  Earth 's  sur face ,  Figure 6.3 presents  t hese  d i f f e r ences  a s  a funct ion 
of  time f o r  a revolut ion near t he  end of t h e  24-hour period on January 29, 
1988. As shown, t h e  maximum d i f f e rences  a r e  l e s s  than 3 km with a mean 
d i f f e r e n c e  approaching 1 km. Difference in  spacecraf t  a l t i t u d e  predic-  
t i o n s  a r e  l e s s  than 2 km. The rapid f l u c t u a t i o n s  i n  t h e  d a t a  i s  believed 
due t o  t he  prec is ion  of t h e  ephemeris da t a  suppl ied,  Â ± 0 . 0 l 0  



Figure  6.4 compares d i f f e rences  i n  ephemeris data appearing on t he  
a rch ived  SSM/l data tapes and NORAD f o r  t he  same t ime p e r i o d  o f  F igure  
6.3. Although d i f f e r e n c e s  i n  spacecraf t  a l t i t u d e  p r e d i c t i o n s  are 
re1 a t i v e l y  smal l ,  <I .5  km, s i g n i f i c a n t  d i f f e rences  occur i n  bo th  
s u b s a t e l l i t e  l a t i t u d e  and long i tude .  Again, TOT r e f e r s  t o  t h e  r s s  o f  t he  
l a t i t u d e  and l ong i t ude  d i f f e rences .  The behavior o f  t h e  l a t i t u d e  and 
l ong i t ude  d i f f e r e n c e s  w i t h  t ime  suggest t h a t  t h e  source o f  t h e  ephemeris 
d i f f e rences  a r i s e  f rom a t ime o f f s e t  o f  t h e  ephemeris. Fo l low ing  t h i s  
c lue, F igure  6.5 presents t h e  d i f f e rences  i n  ephemeris o f  NORAD and FNOC 
when t h e  FNOC data  are generated w i t h  a t  t ime s h i f t  o f  -1.2 seconds. Note 
t h a t  t h e  ephemeris d i f f e r e n c e s  are now l e s s  than 1 km. (The process o f  
regenera t ing  t h e  ephemeris i s  discussed i n  Sect ion 6.4.) 

F igure  6.6 presents a comparison o f  NORAD and FNOC ephemeris data 
f o r  o r b i t  r e v o l u t i o n s  3106 and 3107 on January 26, 1988. Note t h a t  t h e  
d i f f e rences  i n  p red i c ted  s u b s a t e l l i t e  p o s i t i o n s  are s i m i l a r  t o  those 
presented i n  F igure  6.3 except f o r  t h e  sudden jump near 200 minutes where 
t h e  d i f f e r e n c e  approaches 13 km. The sudden increase was found t o  occur 
a t  t h e  same t ime FNOC updates i t s  weekly ephemeris se t .  Thus, f o r  t h i s  
case, t he  ephemeris updat ing process r e s u l t e d  i n  a degradat ion o f  t h e  
accuracy o f  t h e  ephemeris. 

Add i t i ona l  comparisons o f  NORAD and FNOC ephemeris data were made 
f o r  January 26, 1988 w i t h  r e s u l t s  s i m i l a r  t o  those presented i n  F igure  
6.4. Regenerating t h e  FNOC ephemeris w i t h  t h e  backward t ime s h i f t s  shown 
i n  F igure 6.7 brought t h e  NORAD and FNOC ephemeris t o  w i t h  - 1 km. For 
t h i s  da ta  set, t h e  magnitude o f  t he  s h i f t  1 i e s  between 1 and 2 seconds 
and, f o r  a s u b s a t e l l i t e  v e l o c i t y  o f  6.6 km/sec, t r a n s l a t e s  t o  a 6 t o  13 
km s h i f t  o f  t h e  s u b s a t e l l i t e  p o i n t  backward along the  ground t r a c k .  This  
i s  a l so  t h e  d i r e c t i o n  requ i red  t o  b r i n g  t h e  SSM/I  da ta  i n  b e t t e r  agreement 
w i t h  maps o f  shore l ines,  i s l and ,  and lakes as shown i n  t he  SSM/I  imagery 
presented i n  Sect ion 6.5. 

Figures 6.8, 6.9, and 6.10 present comparisons o f  t he  FNOC ephemeris 
and t h e  spacecraf t  ephemeris p red i c ted  by t h e  1000th SOG on January 14, 
March 13, and June 16, 1988. The spacecraf t  ephemeris were obta ined from 
t h e  smoothed OLS data k i n d l y  supp l ied  by Captain J i l l  Schmidt and Sergeant 
Leahman o f  A i r  Force Global Weather Centra l ,  O f f u t t  A i r  Force Base, 
Nebraska. Dr. Gerry Felde o f  t h e  A i r  Force Geophysics Laboratory sent  US 
an unpubl ished vers ion  o f  t he  Hughes A i r c r a f t  SMIROD computer program 
which we mod i f i ed  t o  e x t r a c t  t h e  spacecra f t  ephemeris f rom t h e  OLS data. 
Several conc lus ions may be drawn from these f i g u r e s :  

1. D i f fe rences  between t h e  spacecraf t  and FNOC ephemeris can be 
as l a r g e  as 15 km (F igure  6.7, t ime -0). 

2. Occasions a r i s e  when t h i s  d i f f e rence  i s  l e s s  than 1 km (F igure 
6.8, t imes near 800 seconds). 
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Figure 6.2 NORAD - NAVSPASUR Ephemeris Due t o  Differences 
i n  Orbital  Elements (January 26, 1988) 
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Figure 6 . 3 .  NORAD-NAVSPASUR Ephemeris (January 29, 1988) 
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Figure 6.4 .  NORAD-FNOC Ephemeris (January 29, 1988) 
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Figure 6.5. NORAD-FNOC Ephemeris (FNOC Regenerated with 1.2 Sec Time O f f s e t )  
(January 29, 1988) 
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Figure 6.6 NORAD - FNOC Ephemeris (January 26, 1988) 
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Figure 6.8. Spacecraft-FNOC Ephemeris REV 2945 (January 14, 1988) 
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Figure 6.9. Spacecraft-FNOC Ephemeris REV 3116 (March 13, 1988) 
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3. In most cases, the differences may be reduced to less than 1 
km by regenerating the FNOC ephemeris with a backward shift 
in time on the order of 1 to 2 seconds, 

Additional comparisons of the spacecraft and FNOC ephemeris were examined 
during the effort reported herein. In all cases, the results exhibited 
the same range of differences as those presented in Figures 6.8 through 
6.10. In addition, no consistent behavior of these differences could be 
determined from the data sets analyzed. 

6.4 GEOLOCATION ALGORITHM 

The current SSM/I geolocation algorithm registers the data by 
associating a latitude and longitude to each pixel and is described on 
pages 2-105 through 2-143 in the HAC SSM/I Program Maintenance Manual 
(Rev. A), Volume I1 dated February 1986 [I]. In addition, the manual 
contains a listing of the current computer code within an appendix. As 
noted previously, the HAC geolocation algorithm employs a number of 
numerical approximations to minimize the computer processing load 
associated with registering over 400,000 pixels each satellite orbit (128 
pixels/scan x 3125 scans/rev). At the same time, these approximations can 
not introduce significant errors since the total system error budget for 
geolocating SSM/I pixels was set at half the resolution of the highest 
resolution channel, 6 km for the 85 GHz pixels. As stated in [I], the 
primary numerical approximations center on (1) making series expansions 
of transcendental functions where possible and (2) interpolating between 
a small number of so-called "base points" latitudes and longitudes 
associated with each scan. The "base points" are defined as those pixels 
having geolocation accuracy determined only by approximation (1) with no 
interpolation error. Comparisons are made below of the current SSM/I 
geolocation algorithm employed at FNOC with a model that does not use 
approximations (1) or (2). Before presenting the results, it appears 
appropriate to discuss briefly the model used herein to compute the pixel 
positions. 

Earth Model 

The Earth's surface is approximated by an oblate spheroid with a 
flattening factor f = 0.00335281 and translates to an eccentricity of e 
= 0.0818191830. See Wertz [2]. The mean equatorial radius is taken to 
be 6378.14 km. The earth rotation rate, needed below to determine the 
orbit plane of the spacecraft, is 15'/hr. The time for the predict 
ephemeri data is expressed in solar time. Also needed below is the unit 
vector, 4, normal to the surface of the oblate spheroid. In terns of the 
geocentric latitude Ofs and longitudes (Ã̂  at point ( O ' , ,  As) n may be 
expressed as 



cos B\ cos 4 + cos 9' ,  s in  4, + (1-e2)'l s in O ' ,  

. - -  
where e i s  the ear th ' s  eccentrici ty and x,  y ,  v are  unit vectors along the 
iner t i a l  Cartesian coordinate system shown in Figure 6.11. The geocentric 
l a t i tude  9 '  i s  related t o  the geodetic l a t i tude  by 

tan O i S  = (1-e2) t a n  0% 

Note tha t  9 '  = 6 a t  the equator and the poles b u t  d i f f e r s  by nearly 0.2* 
a t  9. = 45'. 

Soacecraft Position and Attitude 

As noted previously the spacecraft ephemeris i s  a tabulation of the 
spacecraft position as a function of time. This usually takes the form 
of subsatell i t e  geodetic l a t i tude ,  longitude, and a l t i t ude  a t  a sequence 
of times which usually do n o t  coincide with SSM/I pixel sample times. 
Thus ,  an interpolation of the spacecraft ephemeris i s  necessary t o  locate 
the spacecraft a t  the pixel times. In addition, the  a t t i tude  of the 
spacecraft must be determined a t  these pixel times. 

Based on an analysis of the spacecraft ephemeris fo r  spacecraft F8, 
i t  was found tha t  the uni t  vector normal t o  the plane of the spacecraft 
i s  extremely s table  over large portions of a revolution. Typically, the 
maximum angle or variat ion of the orbi t  normal vector from a mean vector 
was found to  be l e s s  than 0.02'over half an orb i t .  The analysis also 
revealed t ha t  the orb i t  normal, v ,  may be accurately determined from the 
ephemeris by 

where is, and is are subsa te l l i t e  position u n i t  vectors of the spacecraft 
emanating from the center of the oblate spheroidal Earth model. The times 
associated with Fsl and F,, span t h e  pixel time of in te res t  and are 
separated by suff ic ient  time t o  avoid errors  i p  v due t o  noise or 
resolution of the ephemeris data. Vectors r l  and rs, may be expressed as 

is, = cos9' ,  cos($,+A$) x t cos 6;, sin($,+A$) + sin$'s2 
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where 

Ad = h (̂ -ti) 
fc = Earth rotation rate (0.22068 de 
t2-t1 = Time separation between rsl and tin) 

and 9', is the subsatellite geocentric latitude and < j >  is the subsatellite 
longitude. Typically, the time separation t,-tl should be not less than 
one-two minutes to avoid numerical errors in computing a stable orbit 
normal. Note that a correction for Earth rotation on the longitude <fiS2 
is needed to determine the orbit normal. Once the SSM/I pixels have been 
geolocated this longitudinal correction is removed. 

Once the orbit normal vector is known, the position of the 
spacecraft at the pixel time may be determined by interpolation within the 
orbit plane. Since the angular velocity of the spacecraft is extremely 
stable over the time period of interest, a linear interpolation of the 
angular position in the orbit plane at the pixel time appears adequate. 
Following this procedure, the subsatell ite geocentric latitude VSp at 
pixel time t lying between t, and t, is given by 

sin go-$ sin $ 
- ~inO',~ - -- ~inff'~~ t sinO1, 

s i nii0 sin & 
where 

The subsatellite longitude 0, at pixel time t is found from 

sin* sin((Ss,-~itA(Ãˆ cos9',, 
tan (d;p-dsi+Ai)isp) = 

sin(&-$) cos0 ' t sin$ COS(&-&~+A#) cosV^ 

where 



This  process o f  i n t e r p o l  a t i o n  o f  9' and 4 i n  con junc t ion  with a 1 i nea r  
i n t e r p o l a t i o n  o f  spacecra f t  altitui!! was found t o  be extremely accurate 
over t h e  t ime p e r i o d  o f  i n t e r e s t .  Indeed, f o r  a g iven se t  o f  ephemeris 
data having a 60 second separat ion between spacecra f t  pos i  ti ons, t h i s  
i n t e r p o l a t i o n  process was used on several  occasions t o  regenerate an 
e n t i r e l y  new s e t  o f  ephemeris spaced a t  60 second i n t e r v a l s  midway between 
t h e  o l d  data. When t h e  new ephemeris was, i n  t u rn ,  i n t e r p o l a t e d  a t  t h e  
t imes o f  t h e  o l d  ephemeris, t he  ephemeris s e t  generated was t h e  same as 
t he  o l d  ephemeris t o  w i t h i n  i 0 . 1  km. 

The a t t i t u d e  o f  t h e  spacecra f t  i s  maintained by on board computers 
t o  keep t h e  spacecra f t  n a d i r  vec to r  p o i n t i n g  normal t o  t h e  geoid a t  t h e  
s u b s a t e l l i t e  po in t .  The a t t i t u d e  s t a b i l i t y  i n  t h e  p r e c i s i o n  mode i s ,  as 
noted e a r l i e r ,  t0.01'  per  ax i s .  Th is  imp l i es  t h a t  t h e  o r b i t  normal and 
spacecraf t  nad i r ,  over  t he  t ime pe r i od  o f  i n t e r e s t ,  are known and 
mainta ined i n  t h e  p r e c i s i o n  mode t o  w i t h i n  i0.01' .  A t h i r d  u n i t  vec to r  
may be i d e n t i f i e d  u 

t o  complete a r ight -handed spacecraft  coord inate system. I t  should be 
noted t h a t  u n i t  vec to rs  n and u a r e  changing r a t h e r  r a p i d l y  w i t h  t ime.  
For t h e  model presented he re in  bo th  n and u.are recomputed f o r  each p i x e l  
sample t ime, t, whereas t h e  o r b i t  normal v i s  computed on l y  once each 
scan. 

SSM/I Scan Geometry 

The con ica l  scan geometry o f  t h e  SSM/I  i s  i l l u s t r a t e d  i n  Sect ion 
2.0. Since a l l  SSM/I channels share a common beam bores ight ,  t h e  
geo loca t ion  o f  t h e  85 GHz channel a l so  geolocates t he  remaining channels. 
Assuming f o r  t h e  moment t ha t .  t h e  SSM/I i s  p e r f e c t l y  a l i gned  t o  t h e  
spacecraf t  coord inates v, n, u, t he  antenna bores igh t  u n i t  vec to r ,  k, 
assoc iated w i t h  t h e  Nth  p i x e l  sample on a g iven  scan, may be expressed as 

k = - cos(OO+A~) - sin(O,,+AO) cos& + s i n  (Oy+AO) s in& 

where t h e  azimuthal scan angle A, ( i n  degrees) 

$ -51.0 + (N- I )  0.8 + A$ N= 1,2, . . . . . ,128 
A& = O f f s e t  i n  azimuthal angle (0.1' f o r  S/N 002) 
9 == Nominal e l e v a t i o n  angle (45') 
A = O f f s e t  i n  e l e v a t i o n  (0.25' f o r  S/N 002). 

The e f f e c t s  o f  poss ib le  misal ignment o f  t he  SSM/I t o  t h e  spacecra f t  i s  
covered i n  Sect ion 6.5. Note t h a t  a t ime increment o f  4.22 msec i s  
associated w i t h  each azimuthal p i x e l  sample increment o f  0.8'. The scan 
s t a r t  time, t =, i d e n t i f i e s  t h e  t ime of t he  f i r s t  sample N=1. Thus, t h e  
p i x e l  sample t ime,  tN, f o r  t he  Nth sample i s  

tN = t,, t (N-1) 4.22.10-~ (sec) 



Pixel Location 

In view of t h e  above r e s u l t s ,  t he  pos i t i on  vec to r  o f  a pixel  a t  
t ime,  t ,  may be expressed a s  

F = F P t h n t s k  

where 

%p 
= Subsa te l l  i t e  pos i t ion  vector  o f  spacec ra f t  a t  time t 

b = Spacecraf t  a l t i t u d e  a t  t ime t 
n = Unit vector  normal t o  t he  su r f ace  of  t h e  o b l a t e  spheroid 

Earth model a t  s u b s a t e l l i t e  po in t  Pep 
k = Antenna boresight  of  t he  pixel  a t  t ime t 

The quan t i t y ,  s ,  i s  t h e  s l a n t  range from t h e  spacec ra f t  along vec tor ,  k ,  
t o  t h e  su r f ace  of t h e  o b l a t e  spheroid. Once s i s  known, the pixel  
geocent r ic  l a t i t u d e  and longi tude may be determined from FP. 

The geodet ic  l a t i t u d e  may then be computed and t h e  co r r ec t ions  of 
ea r th  ro t a t ion  removed from the  pixel  longi tudes.  The so lu t ion  f o r  t h e  
range, s ,  follows by solvipg f o r  t h e  i n t e r s e c t i o n  of a l i n e ,  i . e . ,  t h e  
antenna boresight  vec tor ,  k ,  and the sur face  of t h e  o b l a t e  spheroid.  A 
quad ra t i c  equation a r i s e s  in  s during th is  process with t h e  des i r ed  
so lu t ion  corresponding t o  t h e  minimum range. 

Com~ari son of  Models 

Using t h e  geolocat ion model descr ibed above i n  conjunction with the  
FNOC ephemeris d a t a ,  computations were made of  geodet ic  l a t i t u d e  and 
longi tude  of t h e  SSM/I p ixe l s  f o r  a number of o r b i t  revolu t ions .  These 
were then compared with the  pixel l a t i t u d e  and longi tudes appearing i n  t he  
archived SSM/I d a t a .  Figure 6.12 presents  t he  d i f f e r ences  i n  l a t i t u d e  
and longi tude of  t hese  da t a  t r a n s l a t e d  i n t o  d i s t a n c e  on t h e  e a r t h ' s  
sur face  f o r  t h e  f i r s t  pixel sample on t h e  SSM/I scan over an e n t i r e  o r b i t .  
The l a t i t u d e  of  t h i s  pixel i s  shown f o r  re ference .  Note t h a t  t h e  
d i f f e r ences  vary over t he  o r b i t  with maximum changes of  Â± km near t he  
poles .  Figure 6.13 presents  t he  pos i t iona l  d i f f e r ences  f o r  pixel number 
64, located near  t h e  center of  t he  SSM/I swath. The d i f f e r e n c e s  e x h i b i t  
a behavior s i m i l a r  t o  those presented f o r  t h e  f i r s t  pixel  sample with 
near ly  t h e  same magnitude. Figure 6.14 presents  the pos i t iona l  d i f f e r -  
ences f o r  t h e  127th sampled pixel and Figure 6.15 presents  t h e  d i f f e r ences  
f o r  t he  128th o r  l a s t  sampled p ixe l .  Note t he  d i f f e r ences  f o r  t h e  128th 
sample exceeds -15 km f o r  t h e  higher l a t i t u d e s .  This e r r o r  i s  t r aceab le  
t o  an in t e rpo la t ion  e r r o r  i n  the geolocat ion algorithm software a t  FNOC. 
The subrout ine LOCINT in SMISDP inco r rec t ly  ex t r apo la t e s  f o r  t h e  l a s t  
pixel on each scan when t h e  s u b s a t e l l i t e s  l a t i t u d e s  l i e s  above 60' o r  
below -60" .  Outside of t h i s  reg ion ,  t h e  d i f f e r ences  a r e  l e s s  than Â± km. 
Comparisons made f o r  a number of revolu t ions  show e s s e n t i a l l y  t he  same 
behavior. 
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Figure 6.12. Positional Errors of First Sampled Pixel Due to Numerical 

Approximations in Geolocation Algorithm (REV 5100, June 15, 1988) 
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Figure 6.15 Positional Errors of 128th ( l a s t )  Sampled Pixel 
(REV 5100, June 15, 1988) 



6.5 IMAGING RESULTS 

To provide a visual presentation of SSM/I geolocation errors  and 
the i r  dependence on the ephemeris data,  spacecraft a t t i tude  changes and 
sensor boresight corrections a number of SSM/I images were produced. The 
horizontally polarized 85 GHz channel (85H) was selected for  most of the 
images since i t  has (with the 85 vert ical  channel) the highest spatial  
resolution as well as a large dynamic response t o  land/water boundaries. 
In some instances, the  horizontally polarized 19 and 37 GHz channels were 
used t o  make inter-channel comparisons. For a l l  cases considered, the 
geolocation errors  of the  19 and 37 GHz channels were in agreement with 
those observed a t  85 GHz, confirming the  f ac t  t ha t  the channels share a 
common antenna boresight. 

A novel interpolation scheme was used t o  increase the  number of 
samples in the along and cross-track directions before mapping the SSM/I 
data in to  a standard Mercator projection. The technique uses the  actual 
antenna patterns and the SSM/I scan geometry to  estimate the  brightness 
temperature between along and cross-track pixels and i s  discussed br ief ly  
in Section 3 .  The number of samples were increased by a factor of 4 in 
both the  along and cross-track directions.  Since the  result ing spacing 
between samples i s  -3 km, mapping errors  are kept well below the 
resolution of the data. 

The geolocation of the 85H imagery was determined by superimposing 
world coastl ines and large islands and lakes. Several world d ig i ta l  data 
base maps were investigated: World Data Banks (WDB) I and I1 and the 
Defense Mapping (DMA) World Vector Shoreline Data Base. Comparisons of 
WDB I and I1 revealed s ignif icant  differences for  the coast l ine  of 
Florida, up t o  10-12 km in some instances. A comparison of the WDB I1 
with DMA maps revealed excellent  shore1 ine agreement over a l l  regions 
considered, which included Eastern and Western USA coastl ines,  Cuba, 
Central America, Great Britain,  Spain, and the Mediterranean. The 
reported accuracy of DMA shoreline i s  bet ter  than 1 km over 90% of a l l  
ident i f iable  shoreline features.  Thus, the  accuracy of the coastl ine maps 
are expected t o  be negligible compared with the  magnitude of the SSM/I 
geolocation errors.  No te r ra in  height features are  included in the data 
bases. 

To account fo r  possible spacecraft a t t i tude  errors ,  sensor 
misalignment t o  the  spacecraft or sensor deployment misalignment, pitch,  
r o l l ,  and yaw corrections t o  the spacecraft coordinate system were 
implemented in the model discussed above. For t h i s  purpose, the xyz 
convention shown in Figure 6.16 was used. With t h i s  convention, the euler 
parameters are  related t o  the pitch 8 ,  rol l  $, and yaw by 
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where e ,  s a t i s f y  

The e u l e r  parameters form a t ransformation matr ix which r e l a t e s  
vec to r s - in .  the r o t a t e d  coordinate  system, v,, n3, u3 t o  t h e  coordinate  
system v. n ,  u See Goldstein 131. In p a r t i c u l a r ,  t h e  antenna bores ight  
vec tor ,  k, of each pixel  i s  sub jec t  t o  this coordinate  t ransformation 
p r i o r  t o  solving f o r  t h e  s l a n t  range along t h e  boresight  t o  t h e  su r f ace  
of  t h e  o b l a t e  spheroid Earth model discussed above. 

During t h e  course of study of t h e  SSM/I geolocat ion e r r o r ,  a 
r e l a t i v e l y  l a r g e  number of SSM/I images were produced f o r  d e t a i l e d  
ana lys is .  To insure  t h e  r e s u l t s  derived from t h e  images were not  biased 
s i g n i f i c a n t l y ,  an attempt was made t o  include a wide range of  poss ib le  
inf luences.  These included, f o r  example, 

Ascending and descending o r b i t  revolu t ions  
Seasonal e f f e c t s  
La t i tud ina l  dependence 
Hemi spher ic  va r i a t i ons  
Along- and c ros s - t r ack  e f f e c t s .  

Based on t h e  r e s u l t s  obtained from t h e  comparisons of FNOC ephemeris 
d a t a  s e t s  with those  of NORAD and t h e  F8 spacec ra f t  (See Sect ion 6.3) ,  i t  
was des i red  t o  eva lua te  t h e  r e l a t i v e  reduct ion of  t h e  geolocat ion e r r o r s  
in t h e  images when t h e  spacecraf t  ephemeris was used. In addi t ion  i t  was 
des i red  t o  determine whether a f ixed  s e t  of  angular coordinate  cor rec-  
t i o n s ,  such a s  p i t ch ,  r o l l ,  and yaw discussed above, would bring any 
res idua l  geolocat ion e r r o r s  appearing i n  t he  images t o  within ha l f  t he  
s p a t i a l  r e so lu t ion  of t h e  85 GHz channels,  i . e . ,  within 6 km. 

To i l l u s t r a t e  t he  major r e s u l t s  der ived from t h e  a n a l y s i s  of  
numerous SSM/I images, Figures 6.17, 6.18, and 6.19 each present  a 
sequence of t h r e e  85 H images. A t  t h e  l e f t  t h e  FNOC p red ic t  ephemeris i s  
used during the  image formation. In t he  middle, t h e  spacec ra f t  ephemeris 
i s  used while a t  t h e  r i g h t ,  t he  spacecraf t  ephemeris i s  used with f ixed  
p i t ch ,  r o l l  and yaw co r rec t ions  f o r  antenna boresight  co r r ec t ion .  (As 
noted previously,  t h i s  co r r ec t ion  could descr ibe  spacec ra f t  a t t i t u d e  b i a s  
e r r o r s ,  sensor  misalignment t o  t he  spacecraf t  o r  sensor  deployment/spin 
a x i s  misalignment.) The f igu res  span a wide time period,  January through 
June 1988, and a r e  t yp ica l  of  t he  images s tudied .  In t hese  f i g u r e s  t h e  
l a t i t u d e  and longi tude  g r i d s  a r e  5 O .  

In t he  image a t  t h e  l e f t  of Figure 6.17, r e l a t i v e l y  l a r g e  geoloca- 
t i o n  e r r o r s  -15-20 km a r e  evident  around t h e  Sinai  Peninsula and along t h e  
c o a s t l i n e  of t h e  Red Sea. In addi t ion  l a r g e  e r r o r s  appear alone; l i . ?  
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Mediterranean coastline of Turkey and with Cyprus. These errors are 
appreciably reduced in the middle image to a level of 7-8 km. Again 
using the same pitch, roll, and yaw corrections given above, the image at 
the right shows the further reduction of geolocation errors. Note 
especially the Sinai Peninsula and the Red Sea coastlines. A small error 
< 5 km still persists about Cyprus. 

In Figure 6.18 relatively large geolocation errors - 15-20 km are 
visible along the Cuban Jamaican coastlines and the Isle of Juventud. 
Errors are also evident along the Honduras coastline in the Caribbean Sea. 
The middle image shows a smaller reduction in geolocation error - 5-6 km 
than obtained in Figure 6.17 when using the spacecraft ephemeris. The 
image at the right, which uses the same pitch, roll, and yaw correction 
values given above, reduces the geolocation errors to less than 4-5 km. 
Note the improvements of the coastlines of Cuba and Jamaica as well as the 
Isle of Juventud. 

In Figure 6.19 relatively large geolocation errors are evident when 
using the FNOC ephemeris. The Mediterranean coastlines of Morocco and 
Algeria show -20-30 km errors while similar errors are visible with the 
Islands Mallorca, Menorca, and Ibiza. The northern coast1 ine of Spain and 
the French peninsula in the Bay of Biscay also reveal large geolocation 
errors. In all cases the image needs to be shifted backward along the 
spacecraft track to reduce these errors. The middle image of Figure 6.17 
shows a dramatic reduction in geolocation error when the spacecraft 
ephemeris is used, although a residual geolocation error less than 10-12 
km remains. A trial and error process was implemented in hopes of 
obtaining pitch, roll, and yaw values which would remove these residual 
geolocation errors. After a number of exasperating attempts, it was found 
that if the values 

Pitch 9 = -0.1 (degrees) 
Roll Q =  -0.4 
Yaw 4 = -0.6 

were employed, the residual error could be reduced to less than -3 to 5 
km . 

The results presented in Figures 6.17-6.19 show that once the FNOC 
ephemeris error has been removed, a fixed set of pitch, roll, and yaw 
corrections will bring the geolocation errors to within -5 km. Since 
geolocation errors have been reported for the OLS, it was decided to 
determine if the same set of pitch, roll, and yaw corrections would also 
reduce the geolocation errors appearing in the OLS imagery. To this end, 
Capt Schmidt and Sergeant Leahman of Air Force Weather Central kindly 
provided digital tapes of smoothed OLS data for a period of several months 
covering approximately 2-3 orbital revolutions per week. A computer 
program was implemented to geolocate the OLS imagery based on scan 
geometry information obtained from the Westinghouse Corporation. The 
spacecraft ephemeris (which appears with the OLS sensor data) was used 
with this program to produce a number of images which could be compared 
with the SSM/I imagery. Unfortunately, significant cloud cover or large 
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storms prevented a  c l e a r  determinat ion o f  coast1 ines  and i s l ands  i n  many 
cases. Consequently, r e l a t i v e l y  few o f  t he  OLS images pe rm i t t ed  a  v i sua l  
means o f  eva lua t i ng  OLS geo loca t ion  e r ro rs .  ( I t  should a l so  be po in ted  
ou t  t h a t  due t o  t ime cons t ra in t s  no t  a11 o f  t h e  OLS da ta  supp l ied  by AFGWC 
has been reviewed.) However, based on t h e  OLS images produced, t h e  p i t c h ,  
r o l l ,  and yaw co r rec t i ons  used f o r  t h e  SSM/I do n o t  reduce OLS geo loca t ion  
e r r o r .  For example, F igure 6.20 present  a  t y p i c a l  s i t u a t i o n  observed 
w i t hou t  p i t c h ,  r o l l  and yaw co r rec t i ons  and should be compared w i t h  t h e  
SSM/I middle image shown i n  F igure 6.18. Aside from s t rong  c o r r e l a t i o n s  
between t h e  c l oud  s t ruc tu res  i n  t h e  SSM/I and OLS images, t h e  OLS 
geo loca t ion  e r r o r  v i s i b l e  on t h e  southern coas t l i nes  o f  Cuba and Jamaica 
as w e l l  as Lake Nicaragua, al though are o f  t h e  same magnitude - 9-10 km, 
are n o t  i n  t h e  same d i r e c t i o n  as those observable i n  t h e  SSM/I image. 
Th is  l a c k  o f  c o r r e l a t i o n  was noted i n  a l l  t h e  OLS images produced. 
Although a t  f i r s t  t h i s  might  be thought t o  be a  r e s u l t  o f  d i f f e r e n c e s  i n  
t h e  scan geometries between t h e  OLS and SSM/I  OLS images produced w i t h  
t h e  p i t c h ,  r o l l ,  and yaw co r rec t i ons  used f o r  t h e  SSM/I r e s u l t e d  i n  an 
increase of t h e  OLS geo loca t ion  e r r o r s .  F igure  6.21 presents a  cor rec ted  
OLS image when us ing  t he  p i t ch ,  r o l l ,  and yaw values 

P i t c h  = -0.5 (degrees) 
R o l l  = -0.2 
Yaw = -0.2 

Note t h a t  t h e  e r r o r  have been reduced below -3 km. For t h e  OLS images 
considered a  f i x e d  s e t  o f  p i t c h ,  r o l l ,  and yaw co r rec t i ons  were found t o  
reduce t h e  geo loca t ion  e r r o r s  t o  - 3 km. 

6.6 EARTH INCIDENCE ANGLE 

The r e s u l t s  presented i n  Sect ion 6.5 i n d i c a t e  t h a t  p i t c h  and r o l l  
co r rec t i ons  are needed t o  remove geo loca t ion  e r r o r  f rom t h e  SSM/I data. 
These co r rec t i ons  a lso  i n f l uence  t h e  p i x e l  ea r th  inc idence angle (EIA). 
Although yaw does no t  a f f e c t  t h e  EIA, p i t c h  in t roduces  a  f i x e d  o f f s e t  i n  
EIA and r o l l  i n t roduces  a  v a r i a t i o n  across t h e  scan. O f  course, t h e  EIA 
exhi  b i t s  o r b i t a l  v a r i a t i o n s  due t o  v a r i a t i o n s  o f  t h e  spacecraf t  a l t i t u d e  
and t h e  oblateness o f  t h e  ear th .  I n  terms o f  t h e  q u a n t i t i e s  i d e n t i f i e d  
e a r l i e r ,  t h e  EIA i s  g iven  by 

EIA = cos"'[-k i] 
where k is. t h e  u n i t  vec to r  along t h e  antenna bo res igh t  o f  a  p rescr ibed  
p i x e l  and r i s  t h e  u n i t  vec to r  f rom t h e  ear th 's  cen te r  t o  t h e  p rescr ibed  
p i x e l .  F igure  6.22 presents t h e  EIA f o r  REV 5100 as a  f u n c t i o n  o f  SSM/I 
scan number w i t hou t  p i t c h  and r o l l  co r rec t i ons  f o r  t he  f i r s t  and 64th 
p i x e l s  sampled on each scan. The remaining p i x e l s  l i e  between those 
extremes. Note t h a t  t he  EIA o r b i t a l  v a r i a t i o n s  approach - 0.5Â¡ peak t o  
peak, and are much l a r g e r  than the  v a r i a t i o n s  across t h e  scan. O f  course, 
t h e  p a r t i c u l a r  phase and ampl i tude v a r i a t i o n  depends on t h e  r e v o l u t i o n  
s ince  t h e  spacecraf t  argument o f  per igee r o t a t e s  - 2.5' pe r  day. 
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Figure 6.22. Orbital Variation o f  Earth Incidence Angle EIA (REV 5100) 



Figure 6.23 presents  t h e  va r i a t i on  of t h e  EIA f o r  t h e  f i r s t ,  64th 
and 128th sampled p i x e l s  f o r  REV 5100 when using t h e  p i tch  and r o l l  values 
o f  Sect ion 6.5. Note t h a t  now t h e  c ros s - t r ack  EIA v a r i a t i o n  -0.9' peak 
t o  peak i s  much l a r g e r  than the o r b i t a l  v a r i a t i o n .  For re ference ,  t he  
l a t i t u d e  of  t h e  64th sample i s  shown. S imi la r  r e s u l t s  apply t o  o the r  
revolu t ion  although t h e  phase of  t h e  va r i a t i ons  changes due t o  r o t a t i o n  
of  t h e  spacecraf t  argument of  per igee.  

CONCLUSIONS 

In view of the above r e s u l t s  t h e  following conclusions may be made: 

The o r b i t a l  elements generated by NORAD a r e  a small con t r ibu to r  t o  
t h e  SSM/I geolocation e r r o r ,  t y p i c a l l y  l e s s  than 1 km. 

The spacec ra f t  ephemeris used a t  FNOC con t r ibu te s  a s i g n i f i c a n t  and 
v a r i a b l e  e r r o r  t o  SSM/I geolocat ion e r r o r .  The e r r o r  appears t o  
a r i s e  from a va r i ab l e  time delay i n  spacec ra f t  motion and i n  some 
ins tances  introduces - 15 km spacecraf t  pos i t i on  e r r o r .  

Numerical approximations appearing i n  t he  geolocat ion algori thm used 
a t  FNOC can con t r ibu te  up t o  - 4 km geolocat ion e r r o r .  In add i t i on ,  
t h e  l a s t  pixel  sampled on each scan has a l a r g e  geolocat ion e r r o r ,  - 15 km, f o r  s u b s a t e l l i t e  l a t i t u d e s  g r e a t e r  than 60' o r  l e s s  than - 
60'. The cause of t h i s  e r r o r  was t r aced  t o  an in t e rpo la t ion  e r r o r  
in  t h e  computer module LOCINT in SMISDP. 

A f i xed  s e t  of  p i t c h ,  r o l l ,  and yaw co r rec t ions  may be found t o  
reduce t h e  SSM/I geolocation e r r o r  t o  a s  low a s  3 - 5 km once the  
ephemeris e r r o r  had been removed. Although a reasonable confidence 
can be placed in  t hese  co r r ec t ions ,  f u r t h e r  va l ida t ion  seems 
appropr ia te  before including the  f i n a l  co r r ec t ions  i n  t h e  software 
a t  FNOC. 

Due t o  the magnitude of  t he  p i tch  and r o l l  co r r ec t ions  found in ( 4 ) ,  
the pixel e a r t h  incidence angle was found t o  vary considerably,  - 
0.9', ac ross  t h e  scan. 

For t h e  r e l a t i v e l y  few cases  analyzed, a f ixed  s e t  o f  p i t ch ,  r o l l ,  
and yaw co r rec t ions  was found t o  reduce t h e  OLS geolocat ion e r r o r  
below -3-5 km. These co r r ec t ions  were not t he  same a s  found f o r  t he  
SSM/I . 

Fina l ly ,  i t  should be noted t h a t  t h e  source(s )  of t h e  geolocat ion e r r o r s  
not  due t o  t h e  ephemeris e r r o r s  could not be determined conclusively.  
Although t h e  e r r o r  could be due t o  (a )  sensor  deployment o r  sp in  ax i s  
misalignment, (b) sensor  misalignment with t h e  spacec ra f t ,  o r  (c )  
spacec ra f t  a t t i t u d e  b i a ses ,  in  view of  t h e  r e s u l t s  presented i t  appears 
t h a t  (c )  i s  probably n o t  t h e  main con t r ibu to r .  
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